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a b s t r a c t   

A conventional wide-angle camera consists of a planar image sensor array and multiple optic elements, 
which increases the camera’s volume, weight, and cost. In nature, most biological visual systems possess a 
curved retina, providing the capability of a wide field of view imaging with high sensitivity through a single 
lens. Inspired by the unique advantage of the biological eye, various curved image sensor arrays have been 
demonstrated, which enable a wide field of view, low aberration, and highly sensitive image acquisition 
with a simple lens design. Herein, various fabrication strategies for the curved image sensor arrays are 
summarized. In addition, the applications of the curved device in the artificial electronic eyes as well as the 
challenges and opportunities of the curved image sensor array are also discussed. 

© 2021 Elsevier Ltd. All rights reserved.    
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1. Introduction 

All biological species possess the sensing capability to perceive 
external information from their surroundings. The eye is an essential 
organ of vision that can receive light information. Different kinds of 
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eyes have been found in nature with distinctive structures and 
functions. The simplest eyes, named ocelli, do not have the lens and 
can only distinguish whether the surroundings are dark or bright [1]. 
In contrast, the complex eye can detect the light with external in-
formation, including intensity, color, shape, and frequency [2–4]. The 
sophisticated and marked design of the eyes of the creatures enables 
unique functions with high visual acuity. For example, the color 
perception capability of bees allows them to find the bright flowers 
that contain nectar, and the highly light-sensitive eye of the fish is 
important for them to see the distant object in the dim underwater 
condition [5,6]. For the human, more functions are realized including 
the ability to read books, create beautiful works of art, and experi-
ence joy from the colorful nature, etc. Fig. 1a shows schematics of a 
human eye. It is typically roughly spherical, with a lens and iris to 
control the incident light intensity, filled with transparent vitreous 
humor and equipped with a curved retina for light detection [7]. The 
light with various information entered into the eye and was pro-
jected on the retina at the rear edge of the eye. And then the light 
was detected and converted into electrical signals, which were 
transmitted to the visual cortex for further image processing 
through the optical nerves [8]. The aquatic eyes shared a similar 
structure and visual process but with a fixed lens shape (Fig. 1b)  
[2,9,10]. Compound eyes, found in the arthropods, are composed of 
thousands of small photodetection units (called ommatidia), which 
renders a pixelated image [11–13]. Each ommatidium consists of its 
lens and photodetection cells, which are compactly integrated in 
slightly different orientations(Fig. 1c) [14,15]. 

All three types of the above-mentioned complex eyes demon-
strate a common feature, that the retina is assembled in the hemi-
spherical or curved format. This is because the lens’s curved nature 
in the eyes, which projects the object in a curved manner (Fig. 1d)  
[16]. The curved retina, well-matched with the focal plane, provides 
a wide field of view (FoV) for aberration-free image acquisition with 
only a single lens, making the eye very compact [7]. Currently, the 

commercialized cameras are mainly manufactured on the planar 
film or wafer using the mainstream conventional fabrication process. 
In these optical systems, the Petzval field curvature is a common 
vision problem that induces image distortion in the corners of the 
frame (Fig. 1e) [17]. Specifically, the light traces are perfectly focused 
in the center of the frame and focus disappears immediately as the 
light traces move away from the center, resulting in a reduced re-
solution in the mid-frame and a much blurt image at the corners  
[18]. Thus, a large set of lenses is required to compensate for the field 
curvature and eventually eliminate the image aberration [19]. For 
instance, a camera with a wide FoV of 120° needs an optical lens 
system containing 8–13 lenses [20], which significantly increased 
the volume, weight, and cost of the camera. A straightforward ap-
proach to eliminate the image distortion and minimize the volume 
and weight of the optics is to deform the image sensor of the camera 
to match the curved focal plane. 

Inspired by the unique advantages of the biological eyes, various 
curved image sensors have been proposed with wide FoV, deep 
depth of field (DoF), and capability of aberration-free image acqui-
sition [21]. This review covers the recent advances of the curved 
image sensor array, with a focus on the fabrication strategy of the 
curved device and its integration with optics for the curved vision 
system. Five major structure designs for the construction of the 
curved image sensor have been discussed, which are ultrathin de-
sign, origami/kirigami, island-bridge, fractal web, and in situ growth 
of the nanowire, also their applications in the curved vision system 
have been summarized. Finally, we proposed some challenges that 
must be considered for further applications in smartphones, drones, 
and autonomous vehicles. 

2. Comparison between curved and flat image sensors 

Image sensor arrays shaped onto curved surfaces demonstrate 
additional functions inaccessible to the conventional planar devices  

Fig. 1. Three types of biological eyes and the Petzval field curvature. Schematic illustration of the (a) human eye, (b) aquatic eye, and (c) compound eye. d, Image acquisition 
through a single lens showing the curved captured image. e, Schematic illustration of the Petzval field curvature demonstrating the mismatch between the curved focal plane and 
planar image sensor. 
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[22]. By comparing the curved and flat image sensors, the differences 
between the two types of devices are summarized in Fig. 2. First, the 
curved imaging system can easily correct the optical aberration due 
to the small mismatch between the curved image sensor and the 
curved focal plane. Second, a complicated lens configuration is re-
quired in the flat image sensor to eliminate the image distortion in 
the corners. For example, the Double Gauss lens containing 6 pieces 
of the lens is used to focus an image on a planer image sensor, 
whereas a simple plano-convex lens could realize an object focusing 
on the entire curved image sensor. Thus, fewer optical elements in 
the curved imaging system could effectively minimize the mass/ 
volume of the system and reduce the instrumental errors to achieve 
high stability. Third, the curved image sensors can offer a wide FoV 
for outstanding image quality even with a simple lens design. Such 
as, a wide FoV of 180° has been achieved in the commercialized 
curved complementary-metal oxide-semiconductor (CMOS) image 
sensor. The curvature of curved image sensors required to obtain 
these hardware advantages depends on the specific optical re-
quirements. For example, in the monocentric lens design, a wide FoV 
could be achieved with as simple as two elements, which is com-
monly found in the protruding aquatic eyes. In this case, the cur-
vature of the spherical image sensor is identical to the FoV. With the 
optics requirement for the curved image sensor being reduced, the 
barrier to realizing these advantages is to create a highly-curved 
image sensor with a large pixel density. Unfortunately, the CMOS 
world is flat. The mainstream planar microfabrication process is not 
compatible with the fabrication of the curved imaging system. It is 
challenging to achieve such large curvature as well as scale to small 
pixel pitches (less than 10 µm). Therefore, the innovation of the 
manufacturing process is expected. 

3. Fabrication strategies of the curved image sensor 

Curved image sensors can adapt their curvature to match with 
the focal plane, overcome several hardware limitations for next- 
generation imagers, and provide economic benefits. However, these 
curved image sensors are technologically challenging to fabricate. 
Currently, the commercialized CMOS image sensor and charge- 
coupled device (CCD) are mainly using the planar device architecture 
and manufactured by the conventional micro-/nano-fabrication 
processes, challenging to perform on a curved surface. Specialized 
fabrication strategies, including transferring, deforming, and in situ 
material synthesis, have been developed for curved devices. A 

comparison of the curved image sensor array with various fabrica-
tion strategies and device structures is summarized in Table 1. 

3.1. Ultrathin design 

A straightforward method to fabricate the curved image sensor 
array is to directly deform and press the planar device on a hemi-
spherical surface. However, the wrinkles and folds in the device 
induced by bending strain will remarkably increase the mechanical 
failures [23–29]. This required that the planar devices to be highly 
flexible to survive the mechanical deformations [30–35]. A pro-
mising method is to decrease the film thickness [36–38]. The 
bending curvatures could be markedly enhanced by thinning the 
film, for example, a six order of magnitude increasing of the bending 
curvature can be induced by reducing the film thickness from 1 µm 
to 1 nm [39]. As shown in Fig. 3a, the ultrathin device could be di-
rectly pressed or laminated on the curved surface, including the 
concave hemispherical surface (Fig. 3b) and fingerprint (Fig. 3c) [40]. 
Utilizing the ultrathin structure, Thai et al. demonstrated a curved 
image sensor array based on the atomically thin MoS2-graphene 
structure, where the bending strain induced by deformation on a 
hemispherical surface could in turn expand the photoresponse to 
the near-infrared regime [41]. Fig. 3d showed the SEM image of the 
photodetector array laminated on a concave hemispherical surface, 
where the opening diameter was 6 mm and recessed depth was 
400 µm. The strain distribution on the hemispherical dome was 
analyzed by the FEA method (Fig. 3e). The non-uniform strain dis-
tribution was observed with the maximum strain of 1.19% located at 
the center of the device. Under the strain condition, the estimated 
bandgap demonstrated a decreasing trend with the compressive 
strain with a gauge factor of ~108 meV/% (Fig. 3f). The strain-induced 
bandgap shrinkage expands the photoresponse spectrum to the 
near-infrared regime. The obtained photocurrent mapping results 
for 0% and 1.19% strain under illumination with the wavelength from 
405 to 904 nm were summarized in Fig. 3g. Compared with the 
unstrained device, the strained device demonstrated an enhanced 
photoresponsivity with a high on/off ratio under visible light illu-
mination. More importantly, stain-induced photoresponse in the NIR 
range was observed under illumination at 785 and 904 nm. Due to 
the non-uniform strain distribution, the inner pixels under high 
compressive strain showed higher photoresponsivity than the outer 
pixels. In addition, various materials, structures and novel phe-
nomenon have been exploited in the flexible electronics to improve 
the device performance [42–49]. Metal halide perovskites 

Fig. 2. Comparison between the curved image sensor and conventional flat image sensor.  
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demonstrate the excellent optoelectronic properties, facile synthesis 
procedures and compatibility with flexible substrates, which bring 
the paradigm shift in the way of next-generation optoelectronic 
device design [50–57]. Wu et al. adopted the wafer-scale CsPbBr3 

perovskite film array as the active material and realized an ultrathin 
perovskite photodetector array with a simple 5 layers structure 
(Fig. 3h) [40]. The total thickness of the device is less than 2.4 µm. 
Benefitting from its ultrathin thickness, the device could form con-
formal contacts with the non-developable surface, such as the fin-
gerprint and walnuts. A thin parylene-c film was adopted as the 
encapsulation layer to improve the mechanical robustness and en-
vironmental stability. As shown in Fig. 3i, the device demonstrated 
almost unchanged photoresponse behavior after being stored in the 
air for 6 weeks. Fig. 3j showed the photocurrent mapping result of 
the device. A clear letter of “U” can be easily recognized. The device 
can also capture different letters of “H” and “N”, indicating its reli-
able imaging capability. To further minimize or avoid the folds and 
wrinkles in the active region induced by the bending strain, origami 
design and reduced pixel size can be also employed to ensure 
close contact with the hemispherical surface without mechanical 
failures [58]. 

3.2. Origami/kirigami design 

Origami, also named paper-folding, is a facile method to directly 
and continuously transform a two-dimensional (2D) plane to a 
three-dimensional (3D) structure through folding and bending  
[59–63]. Versatile micro/nanoscale 3D structures have been de-
monstrated through the elaborately designed 2D film driven by 
surface tension force [64–67]. As shown in Fig. 4a, a dome-like 3D 
surface was achieved by simply folding the 2D film with several 
arms [68]. Chen et. al. manually folded a 2D film with 8 arms and 
deformed it onto a hemispherical surface to demonstrate a 3D solar- 
blind Ga2O3 photodetector array [69]. Due to the advantages of the 
3D curved structure, the function of real-time light trajectory 
tracking and imaging of multipoint light spatial distribution was 
achieved. Combining the functional materials, system-level archi-
tecture, and delicate origami pattern design, Lee et al. presented the 
3D photodetector arrays with the capability of accommodating dis-
tinctive geometries, such as hemispherical domes, octagonal prisms, 
and octagonal prismoids [68]. They exploited MoS2 film as the 
photoresponse material and graphene as the interconnects sand-
wiched by two SU-8 layers. The hemispherical photodetector with 
16-arm mode reduces the maximum strain to 2.17%, which is lower 
than the 6% tensile limit of graphene [70–73]. Imaging capabilities 
encompassing the detection of incident light direction and angular 
divergence were demonstrated. 

In contrast, kirigami, also named paper-cutting, usually consists 
of both the “cutting” and “folding” process. In many studies, the pre- 
patterning procedures were not counted, thus, there is no clear 
boundary between origami and kirigami. In addition, some kirigami 
designs could enable a sort of stretchability of the planar object if it 
can endure bending and twisting stress [74–77]. For example, Blee 
et al. applied the kirigami design to graphene film and achieved the 
stretchable graphene in the solution with excellent mechanical 
properties [78]. As shown in Fig. 4b, a stretchable planar 2D film was 
constructed through exquisite cutting pattern design. The film can 
be transferred to the hemispherical surface and form conformal 
contact with the curved surface due to its 30% maximum biaxial 
stretchability [79]. 

The abovementioned arm design in the Ga2O3 and MoS2 photo-
detectors requires a large separation distance between pixels for 
electrical interconnects and limit the resolution of the image sensor 
array [80]. The truncated icosahedron, combining several pentagonal 
and hexagonal faces, can be recognized as a quasi-spherical solid in 
geometry mathematics. This geometry is typically found in the Ta
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Fig. 3. Ultrathin curved image sensor array. a, Schematic illustration of an ultrathin device laminated on a concave plane. Optical image of the ultrathin device forming conformal 
contact with (b) a concave plane and (c) the fingerprint. b, Reproduced with permission [58]. Copyright 2017, Nature Publishing Group. d, SEM image of a MoS2/Graphene 
photodetector pressed on a hemispherical concave mold. The magnified SEM image shows a single pixel laminated on the curved surface. e, Strain distribution of the curved 
device simulated through FEA. f, Bandgap changes induced by the biaxial strain. g, Enhanced photoresponse of the device by the biaxial strain under the illumination with the 
different light wavelengths of 405, 532, 685, 785, 904 nm. d-g, Reproduced with permission [41]. Copyright 2021, American Chemical Society. h, Schematic illustration of the 
structure of the CsPbBr3 ultrathin photodetector array. i, I-T curves of the ultrathin device after fabricated and stored in the air for 2, 4, and 6 weeks. j, A U-shaped image captured 
by the ultrathin device. c, h-j, Reproduced with permission [97]. Copyright 2021, Wiley-VCH. 
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soccer balls and C60 molecules. Wu et al. employed the spring- 
connected silicon hexagons to achieved high fill factor of 80% [81]. 
Zhang et al. presented a high-density Si photodiode focal plane array 
using the truncated icosahedron design with each polygon block as 
an individual pixel [58]. Fig. 4c demonstrated a planar film folding 

process consisting of 676 polygon blocks for a hemispherical half 
truncated icosahedron, showing the transformation mechanism of 
this curved focal plane array. As shown in Fig. 4d, each pixel con-
tained a Si-based lateral p-i-n junction with a wide photoresponse 
spectrum and fast response, and it was integrated by metal 

Fig. 4. Origami/kirigami design enabled curved image sensor array. a, Schematic illustration of the folding process of an origami-designed film for a 3D hemisphere. b, Schematics 
showing the stretchability endowed by the kirigami design. c, Schematic illustration of a truncated icosahedron-designed film being folded into a hemisphere. d, Schematics 
showing a Si photodiode array with truncated icosahedron design laminated on a concave mold to form a hemispherical geometry (left panel) and the device structure of a single 
pixel (right panel). e, Responsivity and EQE of a Si photodiode as a function of bias voltage under green, yellow and red illumination. f, A W-shaped imaged captured by the Si 
photodiode array with refinement by scanning every 12°. g, The capture image matching with the hemispherical geometry. c-g, Reproduced with permission [82]. Copyright 2017, 
Nature Publishing Group. h, Optical image of a MoS2/graphene phototransistor array with the truncated design. Inset shows the structure of a phototransistor. i, Schematic 
illustration of the truncated and untruncated film for strain analysis. Radial (j) and hoop (k) strain as a function of the radius of the two films. l, A sigma-shaped image acquired by 
the curved MoS2/graphene phototransistor array. a-e, Reproduced with permission [109]. Copyright 2017, Nature Publishing Group. (For interpretation of the references to colour 
in this figure legend, the reader is referred to the web version of this article.) 

W. Gao, Z. Xu, X. Han et al. Nano Today 42 (2022) 101366 

6 



interconnects forming a hemispherical surface. The capability of 
photo-sensing of a single Si photodiode was measured and plotted in  
Fig. 4e. Under the green, yellow and red illumination, the device 
demonstrated stable photoresponse with the maximum responsivity 
and external quantum efficiency (EQE) of 9.49 mA/W and 2.2%, re-
spectively. Fig. 4f and g demonstrated the imaging capability by a 
curved camera which assembled the curved Si focal plane array and 
a plano-convex lens. The curved camera acquired a clear image of 
the letter “W”. To further improve the image quality, the curved 
camera was rotated 60° with a step of 12° in the counterclockwise 
direction to take 6 photos that were combined and reconstructed 
(Fig. 4f). Fig. 4g presented a high-resolution image after re-
construction to match the hemispherical surface. The resolution is 
expected to be enhanced by minimizing the scan steps. Imaging was 
performed under green light illumination due to the large photo-
response to the green light. 

To improve the mechanical stability of the curved device, Choi et al. 
reported a high-resolution and hemispherical curved image sensor 
based on the similar truncated icosahedron design but using MoS2- 
graphene heterostructure as the active material (Fig. 4h) [82]. The use 
of inherently soft material, strain isolation design, and truncated ico-
sahedron architecture enables close contact with the hemispherical 
surface and decreases the possibility of mechanical fractures [83–87]. 
Theoretical analyses of the strain distribution were performed to cor-
roborate the validity of the truncated design. Fig. 4i demonstrated the 
simplified models that the truncated pattern was recognized as a small 
circular film surrounded by 6 separated polygon blocks, while the 
untruncated design was approximated as a large circular film. As 
shown in Fig. 4j and k, the tensile strain in the truncated film was 
significantly reduced compared with the untruncated design. Both the 
maximum radial and hoop strains are less than 1%, ensuring the in-
tegrity of the material after deforming to a hemispherical surface [88]. 
The curved MoS2-graphene sensor also demonstrated the capability to 
capture various images. An alphabet sigma was successfully visualized 
by the device (Fig. 4l). It’s worth noting that the imaging process will 
not be affected by the IR light, due to the relatively large bandgap of 
MoS2 film, whereas IR noises always appear in the conventional Si 
image sensors. 

3.3. Island-bridge structure 

Island-bridge structure can also be employed to construct a 
stretchable system of rigid materials to enable curved shape transfor-
mation [89–92]. As shown in Fig. 5a, the rigid “islands” are fixed on the 
planar pre-stretched substrate and the “bridges” usually adopt the 
metal wire/line interconnects with serpentine shape to increase the 
mechanical robustness [93,94]. During releasing of the substrate, 
compressive force drives the substrate to return to its original shape 
and moveable “bridges” deform to a new layout without electrical and 
mechanical failure [95,96]. The stretchability of this structure is de-
termined by the substrate pre-stretching process and deformity of 
these “bridges”. Fig. 5b demonstrated a 16 × 16 photodetector array 
transferred and laminated on a hemispherical surface. The arc-shaped 
interconnect enabled the transformation from planar to hemispherical 
with the capability of shape accommodation and reproducible de-
formation (Fig. 5c). By using the island-bridge structure, Jung et al. 
demonstrated a hemispherical focal plane array based on the Si pho-
todiode with adjustable zoom capability, where the rigid Si film was 
separated by the serpentine metal trace and transfer printed on an 
elastomer substrate [97]. Driven by the water pressure substrate, the 
device with the elastomer deformed and stretched into a hemi-
spherical shape with tunable curvature (Fig. 5d). The change of the 
serpentine metal trace geometry accommodated the entire layout's 
transformation without mechanical fracture. The finite element ana-
lysis (FEA) of the strain distribution of a 2 × 2-unit cell was presented in  
Fig. 5e. The calculated maximum strain under the overall biaxial stretch 

of 12% was far below the fracture strain of the Si photodiodes and metal 
interconnects. A fluidic lens with a tunable shape was integrated with 
the curved Si focal plane array to demonstrate the zoom function. As 
shown in Fig. 5f, four images with different optical magnifications from 
0.24 to 0.83 were collected through tune the lens shape and the cur-
vature of the Si focal plane array. The magnification of the image was 
3.5 and the uniformity of the images was obtained for all four con-
figurations. It is obvious that the pixel density changed after transfer-
ring the island-bridge device onto the curved surface. To make sure the 
pixel spacing is constant after transferring, Fan et al. demonstrated a 
general strategy for the transformation of the planar device into a 
strain-free 3D structure by exploiting the shear-lip motion on the 
PDMS surface [98]. A hemispherical image sensor array was proposed 
using this strategy without loss of array resolution, which demon-
strated its potential application in fabrication of the high-density 
curved sensor array. 

3.4. Fractal web structure 

The spider webs in nature that possess the repeating pattern 
offer the excellent capability to resist various mechanical stress from 
the environment [99–102]. Inspired by the spider web, the fractal 
web design even with few cuts of the spiral threads combines the 
properties of connecting strength and web stretchability with strain 
uniformly distribution in the entire web [103,104]. As shown in  
Fig. 6a, a fractal web that mimics a planar spider web could adapt its 
shape to integrate with the hemispherical surface without an ob-
vious mechanical mismatch. Through assembling the optoelectrical 
materials/devices on the web, Lee et al. demonstrated a 3D photo-
detector array on a hemispherical dome (Fig. 6b) [105]. They posi-
tioned the photodetector pixels on the junction of the spiral and 
radial threads, which were connected by the Au serpentine traces 
along the radial threads (Fig. 6c). As shown in Fig. 6d, the transistor 
architecture was adopted for photodetection with the PyB doped 
graphene served as the active material. The fractal designs allowed 
the device to be seamlessly laminated on a hemispherical dome. The 
device could be repeatably attached and detached from the dome 
with various diameters due to its good mechanical robustness.  
Fig. 6e showed the imaging result of a laser beam which have a polar 
angle of 45° between the z-axis and x-y plane. The accuracy of the 
position detection of the laser beam could be further enhanced by 
decreasing the spot size and improving the device resolution. 

3.5. In situ growth of nanowires 

The above-mentioned manufacturing strategies of the curved 
image sensors are based on two fundamental processes of device 
fabrication on the planar surface followed by transferring onto the 
curved surface, which will inevitably introduce external stress into the 
device after transferring or even result in yield loss [106–108]. To 
synthesize the photoresponse materials directly in a hemispherical 
template could avoid the damage of the device during the transfer 
process, as shown in Fig. 7a. Gu et al. developed a vapor phase de-
position method to grow the single-crystalline FAPbI3 perovskite na-
nowires inside a hemispherical porous aluminum oxide membrane 
(PAM) (Fig. 7b) [109]. The nanowire arrays demonstrated a pitch of 
500 nm, representing a high density of 4.6 × 108 cm−2. Designing the 
proper electrical contact for the high-density nanowire arrays, they 
proposed a spherical biomimetic electrochemical eye. Fig. 7c demon-
strated its detailed structure. The perovskite nanowires functionalized 
as the active materials and the tungsten film on the aluminum hemi-
spherical shell served as the counter electrode. Between the aluminum 
shell and PAM template, the ionic liquid was filled in the cavity and 
contacted with the tungsten electrode and perovskite nanowires, mi-
micking the vitreous humor of the human eye. The flexible liquid metal 
wires were connected with the perovskite wire for signal collection and 
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transmission, which also determined the pixel number and density of 
the device. Fig. 7d showed the optical image of the integrated elec-
trochemical eye. The incident light was absorbed under the external 
illumination, and electron-hole pairs were generated and separated 
inside the perovskite nanowires. As shown in Fig. 7e, the electrons 
transported to the interface between ionic liquid and perovskite and 
combined with the ions inside the ionic liquid to participate in the 

redox reactions of I-/I3- pairs to contribute to the photoresponse [110].  
Fig. 7f demonstrated the asymmetric I-V characteristics under different 
illumination intensities, indicating the different carrier transport me-
chanisms at the two ends of perovskite nanowires. The response and 
recovery time depend on the kinetics of redox reactions at the inter-
face, and they could be further improved by increasing the con-
centration of ionic liquid. The dependence of the responsivity and 

Fig. 5. Curved image sensor with island-bridge structure. a, Schematic illustration of the island-bridge structure on a pre-stretched substrate. b, Optical image of a compressed Si 
photodetector array on a curved PDMS surface. c, SEM image of the Si photodetector array showing the compressed interconnects. b-c, Reproduced with permission [93]. 
Copyright 2008, Nature Publishing Group. d, Optical image of the Si photodiode array on a thin PDMS film in the hemispherically curved condition. e, Strain distribution of the 
device under a 12% biaxial stretch simulated through FEA. f, Images captured by the Si photodiode array at various conditions. The radius of curvature of the device surface was 
tuned to match with different lens setup conditions. d-f, Reproduced with permission [97]. Copyright 2011, National Academy of Sciences. 

Fig. 6. Curved image sensor with fractal web structure. a, Schematics showing the folding process of a fractal web. b, Optical image of the PyB-doped graphene photodetector 
array laminated on a hemispherical PDMS dome. c, Enlarged view of a single pixel and Au serpentine interconnects. d, Schematic illustration of pixel distribution on the fractal 
web substrate. Inset shows the device structure of a single pixel. e, Photocurrent mapping results by focusing the laser beam on the device. b-e, Reproduced with permission [105]. 
Copyright 2020, Wiley-VCH. 
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photocurrent on the illumination intensity was illustrated in Fig. 7g. 
The photocurrent increased linearly with the intensity, while the re-
sponsivity demonstrated a decreased trend. The maximum re-
sponsivity of 303.2 mA/W was achieved at a small intensity of 0.3 μW/ 
cm2. A programmed light with the shape of the letter “A” was utilized 

to characterize the imaging capability. 100 liquid metal wires were 
connected with a 100 × 1 multiplexer to collect the electrical signals. 
The electrochemical eye captured a clear “A” shaped image and no 
crosstalk was observed due to the physical separation of each pixel by 
the liquid metal wires (Fig. 7h). In addition, the hemispherical 

Fig. 7. Spherical electrochemical eye based on the in situ growth of perovskite nanowires inside the hemispherical template. a, Schematics showing the in situ growth process of 
FAPbBr3 nanowires in a hemispherical template. b, SEM image of the hemispherical PAM template/nanowires and its cross-sectional SEM image. Detailed structure (c) and optical 
image (d) of the spherical electrochemical eye. e, Band diagram of the spherical electrochemical eye showing the working mechanism under external voltage. f, I-V curves of a 
single pixel under different illumination intensity and transient photoresponse under the illumination of simulated sunlight (inset). g, Photocurrent and responsivity of a single 
pixel as a function of illumination intensity. h, An A-shaped image captured by the spherical electrochemical eye and its projection on a flat plane. i, Comparison of the FoV 
between curved and flat sensors. j, Schematics showing the strategy to improve the resolution by using the Ni microneedle to contact with the nanowires array. Reproduced with 
permission [109]. Copyright 2020, Nature Publishing Group. 
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electrochemical eye demonstrated a wide visual field of 100.1°, 
whereas that of the planar device was about 69.8° (Fig. 7i). To further 
improve the spatial resolution of the electrochemical eye, a novel 
contact strategy by using the nickel micro-needles to replace the thick 
liquid metal fiber has been proposed, as shown in Fig. 7j. Each needle 
was contacted with three nanowires, unprecedently reducing a lateral 
pixel size to 1 µm and pitch to 200 µm. 

4. Curved vision system with visual accommodation 

Biological eyes are an important vision organ with sophisticated 
and marked design. Numerous devices have been investigated in-
spired by the materials, structures, and functions of biological eyes, 
such as the anti-reflective coatings, electronic frog eyes, and radiant 
heaters [111–114]. The camera, a revolutionary invention inspired by 
the eye, has been unprecedentedly improved on image resolution, 
DoF, and intelligent functions with the software approach. Biomi-
micry using curved image sensors combined with a single lens will 
further extend the camera's functionalities, including the low aber-
ration, wide FoV, and infinite DoF. 

4.1. Human eye-inspired curved imaging system 

The human eyes can see both the near and far objects by tuning the 
lens's shape [115,116]. In the curved imaging system, the curvature of 
the image sensor array is required to be changeable to accommodate 
the shape of the lens to minimize optical aberration [117]. Rao et al. 
demonstrated a shape-adaptive curved imaging system based on a 
32 × 32 Si photodiode array [79]. Fig. 8a showed the schematic diagram 
of the curved imaging system, which consisted of a plano-convex lens 
with a curved image sensor on its focal plane. As shown in Fig. 8b, the 
kirigami design was adopted to provide the image sensor with 
stretchability. The device exhibited excellent mechanical robustness 
with no electrical failure under the biaxial strain of 30%. Additionally, 
the kirigami design offers a superior fill factor of 78% of the device 
before stretching. The device structure of a single-pixel was demon-
strated in Fig. 8c. Each pixel consisted of two lateral diodes (a photo-
diode and a blocking diode) based on the Si p-i-n junction which is 
connected in a back-to-back manner to eliminate the crosstalk between 
pixels. The doping and isolation process was performed on a silicon-on- 
isolator wafer followed by a transfer-printing step to the PI substrate 
and metallization to connect the individual pixels. The imaging system 

Fig. 8. Human eye-inspired curved imaging system. a, Schematic illustration of the human eye-inspired camera with a plano-convex lens and a hemispherical photodetector. b, 
Optical image of a Si photodiode array with kirigami design laminated on a hemispherical convex surface. c, Schematics showing the device structure of a Si photodiode pixel. d, 
Schematic illustration of the visual accommodation process of the curved image sensor to see far and near objects. e, Optical image of the adaptive camera integrated with the 
curved Si photodiode array device and a tunable lens. f, Images captured by the adaptive camera for objects at various distances. Reproduced with permission [79]. Copyright 2021, 
Nature Publishing Group. 

W. Gao, Z. Xu, X. Han et al. Nano Today 42 (2022) 101366 

10 



was built by integrating the curved Si image sensor and a shape- 
adaptive lens. The curvature of the lens was tuned to be large to see the 
near object and became small for the far object (Fig. 8d). Fig. 8e shows 
the assembled curved imaging system. To demonstrate its capability of 
visual accommodation, such as the low aberration imaging and tunable 
optical focus, the image distance was fixed, whereas the object was 
positioned from far to near. When the object moved close to the lens, 
the curvature of both lens and curved image sensor increased. The 
imaging result of the object at different distances is summarized in  
Fig. 8f, showing a series of well-focused images with small optical 
aberration. 

4.2. Aquatic vision-inspired curved imaging system 

Aquatic eyes, mainly consisting of a spherical protruding mono-
centric lens where the refractive index (RI) is distributed in a parabolic 

shape along the diameter and a hemispherical curved retina, are fea-
tured in a wide FoV up to 160°, low optical aberration, deep DoF. 
Different from dynamically tunable lens shape structure in the human 
eyes, the visual accommodation of aquatic eyes is achieved by moving 
the lens back and forth [118]. And the highly sensitive photoreceptor on 
the retina ensures a clear view in the dim underwater condition. In-
spired by the aquatic eyes, Kim et al. demonstrated an artificial imaging 
system by assembling a hemispherical Si nanorod photodiode retina 
(h-SiNR-PDA) and a monocentric lens (Fig. 9a) [119]. Mimicking the 
spherical lens in the aquatic eyes, the monocentric lens was designed 
with sphere and symmetric shape, where the half-ball lens with small 
RI and shell lens with large RI were assembled on both sides of the 
aperture (Fig. 9b). The customized RI of the outer shell and inner lens 
enables a small focal spot size while mimicking the parabolic RI profile. 
Due to the hemispherical retina was matched with the curved focal 
plane of the monocentric lens, the light incident from wide-angle can 

Fig. 9. Aquatic vision-inspired curved imaging system. a, Schematic illustration of the fish eye inspired camera with a monocentric lens and a hemispherical photodetector. b, 
Detailed structure of the customized monocentric lens. c, The light intensity and spot size at different incident angles from 0° to 60° detected through the monocentric lens and 
SiNR photodiode array. d, Optical image of the SiNR photodiode array on a planar surface. Inset shows a single pixel consisted of a photodiode and a blocking diode. e, On-off ratio 
of a single pixel with and without Al2O3 passivation under different light intensities. f, I-V curves of a single pixel under different light intensities. g, Image captured by the device 
with FoV of 120°. Inset shows the original object. h, Images acquired by the device of two objects located at different distances and different angles. i, Visual accommodation 
process of the device. Inset shows the original object. Reproduced with permission [119]. Copyright 2020, Nature Publishing Group. 
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be well focused on the h-SiNR-PDA after refraction through the lens 
(Fig. 9c). Fig. 9d demonstrated a 23 × 23 h-SiNR-PDA with an open 
mesh structure and its individual pixel. Each pixel consists of a Si na-
norod photodiode and a blocking diode connected in an n-p-n junction 
configuration. And the serpentine metal traces were adopted to con-
nect every pixel without mechanical and electrical failures. A thin layer 
of Al2O3 film was deposited on the Si nanorod to suppress the leakage 
current and reduce charge carrier recombination through passive 
dangling bonds on the nanorod surface [120–122]. After Al2O3 passi-
vation, the photosensitivity of the Si photodiode was obviously en-
hanced (Fig. 9e). Fig. 9f showed the I-V characteristic of a Si photodiode 
connected with a blocking diode in series under different light in-
tensities, confirming the suppressing of the reverse current by the 
blocking diode. These asymmetric I-V curves minimized the crosstalk 
between neighboring pixels. To validate the imaging features of the 
aquatic vision-inspired imaging system, the objects were positioned at 
various distances and angles while the lens was fixed and the position 

of h-SiNR-PDA was tunable. Fig. 9g demonstrated the imaging result of 
the device. The captured fish-shaped image was rendered on a hemi-
spherical surface which well match its original shape (inset in Fig. 9g), 
confirming the function of wide FoV imaging without optical aberra-
tion. This device also possessed the features of deep DoF. As shown in  
Fig. 9h, the device can simultaneously capture two objects, including a 
triangle and a square, placed at different distances and angles. A blurry 
image can be refocused on the curved device by tuning the distance 
between the lens and device, which was the visual accommodation 
process (Fig. 9i). 

4.3. Compound eye-inspired curved imaging system 

The compound eyes, found in arthropods and composed of many 
ommatidia, feature an exceptionally wide FoV, infinite DoF, and high 
sensitivity to motion [123]. Each ommatidium possesses its own lens 
and photoreceptor, oriented on a hemispherical surface slightly 

Fig. 10. Arthropod eye-inspired curved imaging system. a, Schematic illustration of the compound eye type camera with a micro-lens array and a hemispherical photodetector. 
Optical image of (b) the compound eye type camera and (c) an ommatidium. d, Mechanism of the image formation of the compound eye type camera. e, Image captured by the 
compound eye type camera. Inset shows the original object. f, Experimental setup of the compound eye type camera to see two different objects. g, Images acquired by the 
compound eye type camera of two objects located at different distances. Reproduced with permission [124]. Copyright 2013, Nature Publishing Group. 
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differently. Song et al. presented a complete apposition digital 
camera that are mimic the hemispherical compound eyes [124]. As 
shown in Fig. 10a, the camera consisted of an array of convex mi-
crolenses that provide the optical functions and define the me-
chanical shape. A hemispherical photodetector array enables the 
light detection and electrical signal readout. Fig. 10b demonstrated 
an optical image of the system deformed to a full hemispherical 
shape. The photodetector array adopted the open mesh configura-
tion to ensure mechanical robustness, where the serpentine Au 
traces connected the individual pixel composed of a Si photodiode 
and a blocking diode. Mimicking the ommatidia of the compound 
eye, each pixel of the photodetector array was placed at the focal 
position of a corresponding microlens without misalignment under 
mechanical deformation (Fig. 10c). Fig. 10d showed the conceptual 
view of the image formation of the compound eye type camera with 
an 8 × 8 hemispherical photodetector array. A “+ ” shaped object was 
projected on the camera and each microlens generated an image 
with a form decided by the viewing angle and lens parameters. Only 
the pixels that were overlapped with the projected image by the 
corresponding lens can generate the proportional photocurrent. 
Thus, a rough image of the object was captured. To further improve 
the image resolution, the camera scanned the object mimicking the 
rapid motion of the eye in biology. The image of a fly line-art pattern 
was successfully captured by the camera, which was rendered on a 
hemispherical surface with similar dimensions to the camera 
(Fig. 10e). Due to the short focal length of the microlens and the 
image formation mechanism, this camera possessed the property of 
nearly infinite DoF. As shown in Fig. 10f, two objects with different 
shapes were placed with the same symmetrical angle of 40° but at 
different distances. As the circular object moved array from the 
camera, the image became small but remained in focus, while the 
image of the triangle object was almost unchanged (Fig. 10f). This 
confirmed that the compound eye-type camera could simulta-
neously capture multiple objects with various distances and angles 
in an aberration-free manner. 

5. Human visual perception system-inspired curved 
neuromorphic imaging system 

Artificial visual perception system, combing the imaging, storing, 
and processing technologies, has enabled diverse image-based tasks 
with efficient acquisition and recognition, such as moving object de-
tection, facial recognition [125–128]. Currently, conventional imaging 
systems are widely used for image recognition [129,130]. As shown in  
Fig. 11a, the image recognition task starts from massive optical signal 
acquisition based on the flat image sensor with multiple lenses and is 

followed by the data storage in a memory device. Then, the raw data is 
processed by the central processing unit (CPU) through iteratively 
transferring between the CPU and a memory device. A post-processor 
completes the feature extraction and recognition, including the graphic 
processing unit (GPU) or neuromorphic chip [131]. Utilizing the mul-
tiple optic lenses and iterative data transferring between CPU and 
memory unit enhanced the system complexity with high power con-
sumption and low efficiency [132,133]. 

In the human visual system, objects are imaged by the hemi-
spherical retina through a single lens, and then transferred to the 
visual cortex and recognized by the neural network [114]. In addi-
tion, the sensory neurons in the retina can also perform the image 
pre-processing before the final signal processing in the visual cortex. 
Mimicking the image processing manner of the human visual 
system, the neuromorphic imaging system has been proposed with 
imaging and pre-processing capabilities (Fig. 11b and c). The neu-
romorphic sensor could convert the optical input into a weighted 
electrical signal, derive the pre-processed image from massive op-
tical information, and transfer it to the post-processor for image 
recognition [134–136]. Compared with the flat neuromorphic sensor, 
the curved device requires a simple optics design and captures 
images without aberration, which can effectively improve the effi-
ciency of data post-processing. Choi et al. demonstrated a curved 
neuromorphic imaging system that combined a curved image sensor 
and a plano-convex lens with housing to support these two ele-
ments (Fig. 12a) [131]. As shown in Fig. 12b, the heterostructure of 
MoS2 and poly(1,3,5-trimethyl-1,3,5-trivinyl cyclotrisiloxane) 
(pV3D3) was adopted due to its high responsivity and intrinsic 
flexibility, and fragile Si3N4 film was placed underneath of the 
phototransistor for strain-releasing design. Employing the ultrathin 
device structure further minimized the strain in the deformed de-
vice to be less than 0.053%. Combining the structure design and 
material property, the device can be deformed and laminated on a 
concave hemispherical surface without electrical and mechanical 
failures (Fig. 12c). The function of image pre-processing was im-
plemented by the integrated imaging system, as shown in Fig. 12d-g. 
A noisy “C”-shaped optical stimuli consisting of frequent 20 optical 
spikes was applied on the system (panel (i) in Fig. 12d), while a 
designated pixel was illuminated by an infrequent spike (panel (i) in  
Fig. 12g). Consequently, a large photocurrent was accumulated in the 
pixels under frequent light stimulation while the pixel under the 
infrequent spike generated a negligible photocurrent, resulting in a 
pre-processed “C”-shaped image, as shown in the panel (i) in  
Fig. 12d-g. The acquired image could be maintained for 30 s and 
entirely erased by a positive gate voltage pulse (panel (ii) and (iii) in  
Fig. 12d-g). Then, another imaging process of the “N” shaped image 

Fig. 11. Blocking diagram showing the process of image recognition by using (a) conventional imaging system with a flat image sensor and neuromorphic imaging system with the 
(b) flat and (c) curved image sensors. Reproduced with permission [131]. Copyright 2020, Nature Publishing Group. 
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was performed (panel (iv) in Fig. 12d-g), confirming the capability of 
neuromorphic acquisition of the pre-processing image from the 
massive noisy optical signals. 

6. Summary and perspectives 

In nature, most of the visual systems possess a curved retina, 
which offers unprecedented features of wide FoV, deep DoF, and low 
optical aberration with only one lens. Inspired by its structure, 
curved image sensors have been widely studied and integrated with 
optics as the curved imaging system, which are considered as the 
next major innovation for the imaging industry. Here, we reviewed 
the state-of-the-art curved image sensor with advanced fabrication 
strategies for 3D hemispherical architectures as well as their appli-
cations in various biomimetic curved imaging systems. 

Currently, the major challenge of the curved image sensor is to 
fabricate highly curved devices with superior array resolution. Novel 
strategies have been proposed for curved devices. The most in-
vestigated method is to fabricate device on a planar surface followed 
by either transfer printing or folding to deform the devices into a 
curved shape. For instance, utilizing the kirigami/origami design 

enables directly and continuously 2D to 3D transformation via 
folding, bending, or twisting the structures. Transfer printing of the 
planar device with open mesh structure onto the rubber substrate 
offers it excellent stretchability for lamination on the non-develop-
able surface. And employing the ultrathin structure or curved tem-
plate directly integrates the device with a hemispherically shaped 
surface. In addition, various semiconductor materials have been 
explored for the curved device to extend the functions. Si p-i-n 
junction-based photodiode and blocking diode have been adopted 
for crosstalk-free imaging in the NIR region. Intrinsically flexible 2D 
materials, such as MoS2, graphene, and organic semiconductor im-
proved the mechanical robustness with high responsivity. While 
successful in concept, these strategies demonstrated low pixel 
density and large pixel dimension limited by the device stretching 
and folding. The ideal curved image sensor should possess the 
comparable imaging performance of commercially-available state- 
of-art imager, but also the tunable curvature which is particular to 
the specific optical requirements. Currently, a commercially-avail-
able Si-based CMOS image sensor could be curved by the specialized 
shaping techniques; however, only minor curvature was successfully 
introduced [137]. Thus, innovation in the manufacturing techniques 

Fig. 12. Human visual recognition system inspired curved neuromorphic imaging sensor. a, Schematic illustration of the curved neuromorphic imaging device. b, Device structure 
of the MoS2-pV3D3 phototransistor. c, Optical image of the neuromorphic MoS2-pV3D3 phototransistor array laminated on a concave substrate. d, Optical and electrical inputs 
applied on the curved neuromorphic imaging device. e, Image obtained by the curved neuromorphic imaging device under external stimuli from (d). f-g, Photocurrent of the 
pointed pixel under the external stimuli from (d). Reproduced with permission [131]. Copyright 2020, Nature Publishing Group. 
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for high pixel density device is required, which also should be 
compatible with various types of imaging sensors, including CCD, 
CMOS, and front side or back side illuminated sensors. Additionally, 
the trade-off among device curvature, FoV and volume of the ima-
ging system is still challenging for high quality image acquisition. 
Generally, the highly curved device could provide wide FoV, which 
also requires large curvature of the optical lens, resulting in the 
volume increasing of the total system. Open mesh structure, which is 
widely investigated, offers tunable device curvature with excellent 
mechanical robustness, however, the serpentine traces require large 
space and lead to a small pixel density. The truncated icosahedron 
structure with a delicate interconnect design could be a promising 
approach to minimize the device volume and improve the pixel 
density. Finally, the imaging performance of the curved image sensor 
should be greatly enhanced. The curved image sensor can imple-
ment the basic function of the biological eyes. However, compared 
with the traditional cameras, either the novel function or the image 
quality, such as the macrophotography, zoom short, should be de-
veloped. Overall, the curved image sensor overcomes the hardware 
limit of the traditional planar device and has been successfully de-
monstrated in concept, which will inspire the innovation of imaging 
system design, manufacturing procedures, etc. to lead to marvelous 
bionic cameras, thereby providing applications in the smartphone, 
aerospace, and drones. 
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