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Abstract Limited by the planar imaging structure, the

commercial camera needs to introduce additional optical

elements to compensate for the curved focal plane to match

the planar image sensor. This results in a complex and

bulky structure. In contrast, biological eyes possess a

simple and compact structure due to their curved imaging

structure that can directly match with the curved focal

plane. Inspired by the structures and functions of biological

eyes, curved vision systems not only improve the image

quality, but also offer a variety of advanced functions.

Here, we review the recent advances in bioinspired vision

systems with curved imaging structures. Specifically, we

focus on their applications in implementing different

functions of biological eyes, as well as the emerging

curved neuromorphic imaging systems that incorporate

bioinspired optical and neuromorphic processing tech-

nologies. In addition, the challenges and opportunities of

bioinspired curved imaging systems are also discussed.

Keywords Bioinspired; Curved vision system;

Compound eye; Chambered eye; Neuromorphic

1 Introduction

The eye is an important organ for the living creatures to

perceive the information from the external environment. In

fact, over 80% of the information we receive from the

outside world is transmitted to the brain through eyes [1].

The human eye is composed of several optical components,

including the cornea, lens, and vitreous body, as well as the

curved retina that senses light [2]. The camera, considered

as an artificial eye, has a similar structure to that of the

human eye, consisting of a complex lens system and a

planar image sensor. However, there is a striking difference

between them in the structure of the photosensitive parts.

The curved retina of the human eye can match the curved

focal plane caused by the simple lens structure, which is

common in biology [3–7]. In contrast, cameras use a flat

charge coupled device (CCD) or complementary metal-

oxide semiconductor (CMOS) image sensor that requires

the introduction of additional optical elements to reduce the

tendency of the focal plane towards the curved structure,

thus minimizing the focal plane curvature [8]. However,

the addition of optical elements increases the mass and

volume of the camera and introduces optical aberrations,

especially off-axis [9]. To solve the above issues, inspired

by biological eyes, curved imaging structures have been

applied to commercial imaging systems. The camera with

the curved imaging structure simplifies the imaging system,

resulting in lighter mass and smaller volume. Additionally,

the curved imaging structure can improve the image

quality, showing significantly better modulation transfer
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function (MTF) and relative illumination, especially at the

edges of the image field [10–13].

In nature, all living creatures, besides humans, have

evolved their own unique visual systems [14–20]. In

addition to the same curved image structure, biological

eyes vary in shape, size, and composition to realize dif-

ferent functions and adapt to different environments. For

example, the compound eyes of insects, made up of thou-

sands of ommatidia on the curved surface, provide an

exceptionally wide field of view that is challenging to

replicate with traditional flat cameras [21]. Amphibians

have a clear view of both water and air, which is essential

for amphibious monitoring systems [22]. The different

adjustable focusing modes of human and fish eyes are

instructive for the zoom of the curved surface imaging

system [23, 24]. Since the excellent dynamic imaging

ability, the praying mantis with compound eyes can catch

insects flying at high speed, having great potential in high-

speed imaging and dynamic monitoring [25]. In addition,

the neuromorphic data processing function of biological

vision enables energy-efficient object recognition, pro-

moting the development of image processing systems

[26–28].

After a long period of evolution, creatures in nature have

developed eyes with different structures and functions to

adapt to different living environments, such as wide field of

view, adjustable focus, dynamic imaging, wide spectral

response, and amphibious imaging. To achieve miniatur-

ization and multi-functionality, bioinspired vision systems

with curved imaging structures have been extensively

studied. In this review, we discuss the recent advances in

the development of curved imaging systems that mimic the

structure and function of biological eyes. We focus on

bioinspired vision systems with different functions as well

as attempts at implementing neuromorphic processing in

curved vision systems. Finally, we present potential chal-

lenges and prospects in this research area.

2 Characteristics of biological eyes

Over tens of thousands of years, creatures in different

environments have evolved eyes with different structures

and functions to meet their survival needs. In this section,

we present some basic characteristics of biological eyes,

including structures, functions, and nervous systems.

2.1 Structures

Driven by large amounts of data and highly demanding

tasks, the evolution of biological eyes went through four

stages (Fig. 1a): nondirectional photoreception, directional

photoreception, low-resolution vision, and high-resolution

vision. Typical of non-directional photoreception, pho-

toreceptor cells without membrane stacking and proximity

to screening pigments or other light-shielding structures

can only sense light. Planarian larvae with pigmented cells

can judge the direction of light. Box jellyfish has less

photoreceptor cells in the retina, resulting in low-resolution

vision. Vertebrates and arthropods possess high-density

photoreceptor cells and good optical focusing systems for

high-resolution vision. Biological eyes have become

increasingly complex and powerful [29].

High-resolution biological eyes have two main struc-

tures: chambered eyes and compound eyes. Chambered

eyes are mainly found in vertebrates and cephalopods.

Chambered eyes in different creatures which differ slightly

in structure and shape share the basic structure of a curved

retina, a lens structure for focusing light, and light man-

agement components for accommodation and adaptation

(Fig. 1b) [4, 30, 31]. Light entering the eye is focused by

the lens, and then it is adjusted by light management

components to project onto the retina, which could stim-

ulate the photoreceptor cells to generate electrical signals

that are transmitted to the brain for image formation [32].

The eyes of insects, crustaceans, and other arthropods

are mostly compound eyes. The compound eye is made up

of thousands of ommatidia on a curved surface. A typical

ommatidium in compound eye is an independent photore-

ceptor unit containing a faceted lens, a cone, a rhabdom,

and photoreceptor cells (Fig. 1c) [33]. Light entering the

ommatidia converges on the light-sensitive areas under the

action of the cornea and cone. Then the rhabdom converts

the light signal into an electrical signal to produce visual

perception [21]. These highly integrated photoreceptor

units of the compound eye allow dragonflies and other

appositional compound insects to simultaneously perceive

images in different directions. Besides the appositional

compound eye, another type of compound eye is the

superposition eye (Fig. 1c). The superposition eye focuses

all incoming light onto a photosensitive area and only one

image can be obtained. The superposition eye is therefore

highly sensitive, with receptors that receive 100 to 1000

times more light than the positioned eye. The superposition

eye is common in nocturnal insects and deep-sea crus-

taceans [34].

2.2 Functions

In long-term interaction with the environment, creatures

have evolved eyes with different functions, such as wide

field of view, adjustable focus, deep depth of view,

dynamic imaging, wide spectral response, amphibious

imaging, and so on.

As a typical chambered eye, the structure of the human

eye is simple and compact, consisting essentially of a
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cornea, an iris that controls the intensity of incident light,

an adjustable lens, a hyaline colloidal vitreous body, and a

curved retina for light detection (Fig. 1b) [2]. In particular,

the curved retina can directly compensate for the aberration

of the curved focal plane, giving the human eye the func-

tion of a wide field of view [31]. In addition, three types of

cones in the retina respond to red, green, and blue light,

providing a wide spectral response with wavelengths

ranging from 380 to 780 nm [35, 36]. To view objects at

different distances, the lens in the human eye change their

curvature under the action of the ciliary muscles. This

allows light from objects at different distances to be

focused on the retina [23]. In addition, more advanced

focusing functions in biological eyes can change not only

the curvature of the lens, but also the curvature of the

cornea and the distance between the lens and the cornea.

For example, high-flying eagles can quickly adjust their

eyes’ focus as they descend to the ground, ensuring accu-

rately capture prey [37].

Unlike the asymmetrical lens of land animals, the lens of

aquatic fish are symmetrical and spherical (Fig. 1b). This is

owing to that the refractive index of water and the bio-

logical fluids that make up the eyes are very similar. The

cornea of land animals provides the main refractive power

of the visual system in the atmospheric environment. In

contrast, the cornea of fish cannot focus light in water and

all the refractive power is concentrated in the lens, giving

rise to the spherical lens [4]. This symmetrical lens and

retina give fish a wider field of view up to 160� [38]. But
the curvature of the spherical lens with incompressible

characteristic cannot be changed to adjust refraction. So,

fish have evolved an adjustable focusing mode by changing

the position of the lens [4].

Compared to chambered eyes, the compound eye has a

wider field of view and can theoretically achieve panora-

mic imaging [39]. However, the compound eye can’t

change the focal length, so it has evolved the function of

deep depth of field to achieve imaging of near and far

objects [40, 41]. Another outstanding function of the

compound eye is powerful dynamic imaging. When a

moving target is encountered, the ommatidia can detect

changing light intensity from different directions. Mean-

while, together with a higher refresh rate, compound eyes

are highly sensitive to moving objects [42].

Influenced by the living environment, the function of

amphibious imaging is critical for creatures that live in

Fig. 1 a Four stages of eye evolution: nondirectional photoreceptors, directional photoreception, low-resolution vision, and high-
resolution vision. Reproduced with permission from Ref. [29]. Copyright 2013, Cambridge University Press. b Schematic illustration of
chambered eye (human eye, left; aquatic eye, right); c schematic illustration of compound eye (apposition compound eye, left;
superposition eye, right). Reproduced with permission from Ref. [31]. Copyright 2021, Elsevier. Reproduced with permission from Ref.
[34]. Copyright 2014, Institute of Zoology, Chinese Academy of Sciences. d Schematic representation of retinal cells. Reproduced with
permission from Ref. [45]. Copyright 2014, Nature Publishing Group
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both air (refractive index * 1.0) and water (refractive

index * 1.33). Amphibians have evolved unique eye

structures to adapt to environments with different refractive

indices, such as flat corneas (fiddler crabs) and complex

focusing systems (diving ducks) [43, 44].

2.3 Nervous system for data processing

The human visual system consists of the eye, the eye

appendages, the visual pathways, and the visual center in

the brain. The retina of the eye is covered with a large

number of nerve cells and its simplified structure is shown

in Fig. 1d. The retina is organized into three nuclear layers

(outer nuclear layer (ONL), inner nuclear layer (INL),

ganglion cell layer (GCL)) and two synaptic layers (outer

plexiform layer (OPL), inner plexiform layer (IPL)). Light

travels in the opposite direction to the information in the

retina. Specifically, light entering the eye travels through

the tissues and reaches the ONL at the base of the retina.

The ONL is made up of photoreceptors, including cones

and rods, which convert light signals into electrical signals.

In the OPL, the electrical signals are then received by at

least 13 types of bipolar cells after being collated by hor-

izontal cells. Different types of bipolar cells collect specific

signals and systematically transform them to further pro-

cess the information in the retina. And bipolar cells are the

only nerve cells that connect the OPL and IPL. The IPL

contains bipolar cells, amacrine cells, and ganglion cells

(RGCs). Amacrine cells can provide inhibitory or neuro-

modulatory inputs to bipolar cells and RGCs. When the

electrical signal reaches the IPL, it is collated and encoded

by the RGCs as a series of spikes with complex patterns

and transmitted through the optic nerve to higher visual

centers, ultimately forming a vision in the visual cortex

region of the brain [45]. Notably, the process of transmit-

ting signals between neurons across synapses induces

synaptic plasticity, which plays a key role in the effec-

tiveness of signal processing [46, 47].

3 Bio-inspired curved vision systems

Using the curved retina, biological eyes can achieve

complex and precise imaging in a small space. In addition,

biological eyes perform a variety of functions to ensure the

survival and reproduction of living organisms. The devel-

opment of the visual system is moving towards miniatur-

ization and integration. However, it has reached a

bottleneck due to the limitations of the planar image sen-

sor. In recent years, biomimetic technology has made sig-

nificant contributions to the progress of science and

technology by drawing inspiration from the structures and

functions of biology [48–55]. Applying the curved imaging

structure of biological eyes to the camera solves the

miniaturization problem while inheriting the unique func-

tions of biological eyes, such as wide field of view,

adjustable focus, deep depth of field, dynamic imaging,

wide spectral response, amphibious imaging, and so on. A

comparison of curved vision systems with different func-

tions and characteristics is summarized in Table 1 [56–71].

3.1 Wide field of view

To capture as much visual information as possible, cham-

bered eyes have a wide field of view. The curved retina

directly compensates for the aberrations of the curved focal

plane. Thus, the human eye with a compact structure can

achieve a wide field of view (* 120�) [72] (Fig. 2a).

However, limited by the planar image sensors, the field of

view of conventional commercial cameras is small. The

number of lenses must be increased to achieve wide-angle

imaging. This results in a huge volume and high cost

[73, 74]. To mimic the human retina, Gu et al. [61]

demonstrated hemispherical curved surface imaging

through in situ prepared perovskite materials (Fig. 2b). In

detail, high-density formamidinium (FA) lead triiodide

(FAPbI3) perovskite nanowire arrays were grown in a

hemispherical porous aluminum oxide membrane (PAM)

by vapor deposition to obtain the curved image sensor in

one step. Figure 2c shows the scanning electron micro-

scope (SEM) image of the nanowire arrays with a pitch of

500 nm and a density of 4.6 9 108 cm-2. The resolution

was much higher than that of the human retina. The

tungsten film and glassy ionic liquid on the hemispherical

aluminum shell were used as co-electrodes, and the flexible

eutectic gallium indium liquid wire was used as the counter

electrode. A 10 9 10 curved surface image sensor array

was fabricated. Then the curved image sensor was assem-

bled with the corresponding lens to form a spherical bionic

electrochemical eye (EC-EYE). Figure 2d shows that the

spherical EC-EYE had a diagonal field of view of *
100.1�, which was obviously better than that of a flat

device (69.8�). Besides the human eye, many other

chambered eyes also have a wide field of view, which are

extensively used in wide field of view (FOV) imaging

[75, 76].

For biological eyes, spherical aberration affects the field

of view at large apertures. Spherical aberration is the only

monochromatic aberration of a point on an axis. It can be

defined as the change in image distance or focal length with

the aperture in the case of infinite conjugation. Specifically,

for parallel incident light, rays at different distances from

the optical axis intersect at different points on the axis [77].

Biological eyes have two solutions to adjust the spherical

aberration. One is to make the outer region of the refractive

surface flat relative to the center. The other is to make the
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lens have an appropriate refractive index gradient [4]. Fish

eyes have spherical lenses, whose central refractive index

is higher than that of the outer gradient lens. This causes

light rays further from the axis to bend less, reducing

spherical aberration [78, 79]. The spherically symmetric

lens and hemispherical retina of the fish allow for a much

wider field of view (* 160�) than the human eye with a

single optical axis [38] (Fig. 2e).

Inspired by the aquatic eye, Kim et al. [56] demon-

strated a bioinspired camera with a wide field of view by

mimicking the structure of fish eyes (Fig. 2f). To mimic the

fish lens with a gradient refractive index, the monocentric

spherical lens adopted a core–shell structure. The refractive

index (nin = 1.52) of the inner core (BK7) was smaller than

that of the outer shell (SF16, nout = 1.65). Figure 2g sum-

marizes the characteristics of wide-angle multi-lens,

homogeneous spherical lens, and monocentric lens,

including spherical aberration (SPHA), coma, astigmatism

(ASTI), chromatic transversal aberration (CTA), and

chromatic longitudinal aberration (CLA), showing the

excellent optical performance of the gradient spherical

lens. And a network of 23 9 23 hexagonal silicon pho-

todetector arrays (h-SiNR-PDA) was fabricated on a plane,

perfectly mimicking the hemispherical retina of fish. Then,

the aquatic vision-inspired camera module was obtained by

integrating the gradient spherical lens with h-SiNR PDA.

Figure 2h quantitatively validates the aberration-free wide-

FOV imaging for the bioinspired camera. The cross pattern

from - 60� to 60�, every 15� a point (Fig. 2h, illustration)
was imaged on an h-SiNR PDA. It could be seen that each

point could be clearly imaged without distortion, showing a

FOV of 120�. Furthermore, the FOV of bioinspired cam-

eras could be further improved to 160� by using advanced

lens manufacturing methods and a larger array of image

sensors.

The male Xenos peckii has an unusual eye structure of

each ommatidium consisting of a large lens and several

photoreceptors. Compared to the ommatidia of the appo-

sition compound eye, it has only one or a few photore-

ceptors, providing higher resolution [80–82]. In this case,

the ommatidia of male Xenos peckii can be seen as a kind

of chambered eye. Inspired by the structure of male Xenos

Table 1 Summary of characteristics and functions of curved vision systems (ZM: zooming mode)

Curved
structure

Material Pixel
number*

Fabrication
strategy

Function Refs.

Curved
image
sensor

Si 23 9 23 Island-bridge FOV: 120�; ZM: change in distance of sensor; DOF: 20 cm
to infinity; wavelength: 850 nm

[56]

180 Island-bridge FOV: 160�; DOF: infinity; wavelength: 532 nm [57]

256 Ultrathin
design

FOV: 300�(H) 160�(V); DOF: infinity; amphibious Imaging [58]

281 Origami FOV:[72�; wavelength: 543, 594, 633 nm [59]

32 9 32 Kirigami ZM: electrically tunable lens and change in curvature of
sensor

[60]

Perovskite (FAPbI3) 10 9 10 In situ growth FOV: 101� [61]

Graphene/MoS2/
Graphene

7 9 8 Ultrathin
design

Wavelength: 405, 532, 685, 785, 904 nm [62]

DPPT-TT: N2200 9 9 10 Ultrathin
design

Wavelength: 808 nm [63]

Perovskite
(PEA2FA3Pb4X13)

– In situ growth FOV: 180�; wavelength: 550, 600, 660, 820 nm [64]

isQDSN 5 9 5 9 3 Intrinsic
stretchability

Wavelength: 450, 525, 630 nm [65]

CsPbI3 – In situ growth FOV: 140�; ZM: change in focal length of artificial
crystalline lens; wavelength: 405, 520, 650 nm

[66]

Microlens
arrays

CCD – – FOV: 180�; ZM: tunable optofluidic chamber;

DOF: infinity

[67]

CMOS – – FOV: 68� [68]

4400 – FOV: 122.4�; DOF: infinity [69]

522 – FOV: 170�; DOF: infinity; dynamic imaging [70]

19 – FOV: 90�; DOF: infinity; dynamic imaging [71]

*For curved surface sensor, data is the number of pixels; for microlens arrays, data is the number of lenses
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peckii eyes, Keum et al. [68] developed a biologically

inspired ultrathin digital camera. The specific structure was

shown in Fig. 2i. The top layer contained microprism

arrays with titled optical axes, between which was the

light-absorbing structure. The middle layer consisted of

hexagonal microlens arrays focusing the light from the

microprism and a Cr barrier layer blocking the light from

adjacent channels. The bottom layer was the planar CMOS

image sensor and a light barrier layer to reduce optical

crosstalk. Particularly, the microprism arrays with tilted

optical axis could change the angle of view to obtain a

large field of view. Figure 2j shows the photograph of the

bioinspired camera with a diameter of 3.4 mm. The inset in

Fig. 2j was a SEM image of the microprism arrays with a

diameter of 100 lm and a pitch of 80 lm. In Fig. 2k the

FOV of the concave imaging structure was tested. By

changing the angle between the target object and the main

optical axis, corresponding images of different channels

were acquired from three different angles of incidence.

And when the angle of incidence was 34�, the target image

could still be obtained, indicating that the FOV was 68�.
Unlike concave chamber eyes, each ommatidium in

compound eyes is a separate imaging unit. The ommatidia

have their optical axes and are integrated to form a convex

hemisphere. This allows light from different directions to

meet a matching optical axis. As a result, the apposition

compound eye has an extremely wide field of view [39]

(Fig. 3a). Therefore, convex compound eye structures have

been extensively studied in wide FOV imaging

[57–59, 64, 67, 69–71, 83]. With reference to the

Fig. 2 a Schematic illustration of wide field of view of human eyes; b schematic diagram and c cross-sectional SEM image of
perovskite nanowires grown in-situ in a hemispherical PAM template; d FOV of planar and hemispherical imaging systems.
Reproduced with permission from Ref. [61]. Copyright 2020, Nature Publishing Group. e Schematic illustration of wide field of view of
fish eyes; f structure of aquatic inspired camera; g Seidel aberration coefficients of wide-angle multi-lens, homogeneous ball lens, and
monocentric lens; h quantitative test results of FOV imaging with a cross pattern composed of spots and (inset) original image of cross
spot. Reproduced with permission from Ref. [56]. Copyright 2020, Nature Publishing Group. i Schematic illustration of structure of
Xenos Peckii-inspired camera; j optical image of bioinspired camera and (inset) SEM images of concave microprism arrays after filling
with black polymer; k schematic diagram of experimental setup for FOV testing and images at three different angles of incidence.
Reproduced with permission from Ref. [68]. Copyright 2018, Nature Publishing Group
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compound eye structure of arthropods, Song et al. [57]

demonstrated a bioinspired vision system with an almost

completely hemispherical geometry. The structure of the

imaging system could be mainly divided into two parts

(Fig. 3b). One was a 16 9 16 microlens array made of

elastic polydimethylsiloxane (PDMS) (refractive index *
1.43). Each microlens had a radius of curvature of about

400 lm, and it was mounted on a cylindrical column about

400 lm high, which played the role of strain isolation. All

the microlenses were connected by a base membrane about

500 lm thick. The other part was an array of silicon pho-

todiodes with serpentine interconnections. The serpentine

interconnection was the typical island-bridge structure, a

common way to make rigid devices stretchable [84–87].

The photodiode arrays were integrated at the focal points of

the microlens arrays by alignment bonding. The bionic

compound eye structure was then formed. Based on the

good elasticity of the PDMS and the deformability of the

photodetectors given by the island-bridge structure, the

hydraulic actuation could transform the integrated device

from a planar structure to a hemispherical structure

(hemisphere radius of curvature of R * 6.96 mm). After

deformation, micro X-ray computed tomography (XCT,

MicroXCT 400) and finite element method (FEM) calcu-

lations were used to analyze the structure of the device.

The results showed that the combination of microlens and

column had a greater thickness than that of the base film,

reducing the strain at the bond with the photodetector and

showing good isolation. As a result, the device was not

dislocated, electrically damaged, or optically altered during

the deformation process. Because the hemispherical com-

pound eye structure had a wide field of view without off-

Fig. 3 a Schematic illustration of wide field of view of compound eyes; b combining an elastomeric microlens array (above) and a
photodetector array (below) to form a curved apposition compound eye camera (right) through elastic deformation; c quantitative test
results of FOV imaging with a collimated laser beam at nine different angles of incidence. Reproduced with permission from Ref. [57].
Copyright 2013, Nature Publishing Group. d Optical image of artificial vision system; e top view (left) and side view (right) of pixel
distribution on 3D structure; f imaging results of FOV with three sequential illuminations of six collimated laser beams. Reproduced
with permission from Ref. [58]. Copyright 2022, Nature Publishing Group. g Schematic illustration of a folding polygon block made up
of pentagons and hexagons into a hemisphere; h schematic illustration of convex hemispherical artificial camera based on origami
structure and (inset) optical figure of planar device; i image of laser spot obtained from convex artificial camera. Reproduced with
permission from Ref. [59]. Copyright 2017, Nature Publishing Group

1Rare Met. (2024) 43(4):1407–1434

Recent advances in bioinspired vision systems 1413



axis aberration. The FOV of the hemispherical bionic eye

was quantitatively analyzed in Fig. 3c. When the laser was

irradiated from - 80� to 80� with a step of 20�, the image

pattern was clear with relatively uniform size and shape.

The total field of view was * 160�. And it was consistent

with the predicted results.

Furthermore, the ommatidia of fiddler crabs cover

almost the entire eye stalk, giving them an almost

panoramic view. Inspired by this, Lee et al. [58] fabricated

the spherical artificial vision system with a panoramic

visual field. As shown in Fig. 3d, the surface of the artifi-

cial vision system was almost full of artificial ommatidia.

Each pixel consisted of an ultrathin image sensor and a

microlens. Flexible polyurethane (PU) seals were inserted

in the center to act as strain isolation. Eight pixels were

assembled to form a comb-like sensor unit. Since Young’s

modulus of the microlens array was greater than that of the

PU gasket, the stress on the microlens array after bending

was negligible. Owing to the flexibility of the ultrathin

structure, the photodetector arrays could maintain

stable performance when assembled. Based on this, four

comb-like units were assembled on a spherical structure

with grooves to obtain a panoramic vision system. The

specific structure was shown in Fig. 3e. In the top view

(Fig. 3e), the included angle of adjacent grooves was 20�,
and the horizontal field of view covered 300� except for the
empty area. In the side view (Fig. 3e), the included angle

of adjacent sensors was 10.55�, and the vertical field of

view covered 160�. The FOV of the device was then

quantitatively analyzed by laser spot irradiation at different

angles. Figure 3f shows that imaging could be performed

in the entire field of view except for the blind spot of the

data readout port.

In geometry, convex isogonal polyhedra allow certain

polygon combinations to be folded into spheres. Thus, ori-

gami structure is another method to obtain the curved image

sensor [59, 76, 88–90]. Zhang et al. [59] used the origami

structure to fabricate hemispherical artificial compound

eyes. Figure 3g is the schematic illustration of the method.

Truncated dodecahedrons were divided into 676 polygons,

so a hemisphere could be obtained by folding and joining this

structure. The photodetector arrays were fabricated on the

planar flexible substrate using planar processing technology

and then trimmed to obtain the polygonal structure. By

folding the structure upwards, hemispherical arrays could be

obtained, which could be used for retina-like imaging. And

the convex array could be achieved by folding the device

downwards. It could be used to simulate compound eyes. In

the artificial compound eye vision system, the lens arrays

were fabricated in situ on each photodetector by a photoresist

reflow method (Fig. 3h). To verify the wide field of view of

the artificial compound eye, a laser beam was illuminated at

36� from the horizontal plane and the corresponding image

pattern was obtained (Fig. 3i). Because the lens structure of

the device without the anti-optical crosstalk structure was

relatively simple, the imaging patternwas blurred rather than

one with a clear outline. However, it still demonstrated the

characteristics of awide FOVof the compound eye structure.

The wide field of view of bioinspired eyes has been

extensively studied and can be categorized into two types:

the chambered eye and the compound eye. The chambered

eye employs a concave image sensor, which can block

some of the incoming light and thus makes it difficult to

achieve a full 360� panoramic view. Moreover, the curved

image sensor requires careful adaptation to the lens for

imaging. Due to the optical principle of the lens, the off-

axis difference in the wide field of view can cause image

distortion, making it challenging to further improve the

field of view. In contrast, the compound eye uses a convex

image sensor that does not block incoming light and can

receive light from all directions, facilitating panoramic

imaging. The optical structure of the compound eye com-

prises an array of lenses that divide the field of view, with

each lens only needing to focus on a small area of light. As

a result, the compound eye overcomes many of the optical

limitations of the chambered eye, making it the preferred

choice for achieving a wider field of view.

3.2 Adjustable focus

A majority of chambered eyes have optical light manage-

ment components that adjust the focal length to see objects

at different distances. The lens of the human eye is an

important part of the refractive system of the eyeball, and it

is also the only interstitial body that can regulate refraction.

By contracting or relaxing the ciliary muscle, the diopter

can be altered with the changes in the curvature of the lens,

which allows the light to be focused precisely on the retina

when looking up close or at a distance [23] (Fig. 4a).

Inspired by this property, Rao et al. [60] proposed a shape-

adaptive image sensor based on a kirigami structure cou-

pled with an electrically tunable lens to achieve clear

imaging of objects at different distances. The kirigami

structure was made by cutting the non-stretchable whole

into interconnected small units, and the small units could

rotate when stretched, making the structure deformable

[91–94]. Figure 4b is a schematic illustration of the device

with a kirigami structure and its constructed convex ima-

ger. This structure had a high pixel fill factor (* 78%),

much higher than other reports. Thus, the kirigami struc-

ture was well suited to simulate a high-resolution retina.

Biaxial strains with different levels were applied to the

device and the corresponding strain distributions were

simulated (Fig. 4c). The results showed that the strain was

concentrated at the corners and hinges. The active device

with the square pixel had the smallest internal strain,
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ensuring the mechanical stability of the device during

deformation. Figure 4d shows the imitation principle of the

adjustable focusing function. Specifically, the electrically

tunable lens and the concave imager were assembled with

the fixed distance (Fig. 4e). The images at different object

distances could be obtained by changing the focal length of

the lens and the curvature of the adaptive imager. To

achieve the curvature adjustability of the imager, confor-

mal additive stamp (CAS) printing technology was used to

transfer a planar imager onto a concave magnetic rubber

composite. The curvature of the imager could be changed

by applying an external magnetic field. And the focal

length of the electrically tunable lens could be adjusted by

changing the applied current. Images of objects at different

distances could then be obtained (Fig. 4f). As the object

distance decreased, the radius of the electrically tunable

lens and the imager increased. Although the size of the

image changed, the imaging focusing effect remained well.

Fig. 4 a Schematic illustration of human eye adjusting its focal length by changing shape of lens; b schematic illustration of a kirigami
sheet biaxial stretching (above) and bending into a convex image sensor (below) and (inset) enlarged structure; c optical images
(above) and simulated strain profiles (below) of kirigami image sensor at different biaxial tensile levels; d schematic illustration of zoom
principle of imaging system with adaptive imager and tunable focusing power; e optical image of artificial camera with adaptive imager;
f imaging results obtained by an adaptive imager when objects are located at different distances. Reproduced with permission from
Ref. [60]. Copyright 2021, Nature Publishing Group
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And it was significantly better than that of the plane ima-

ger. The imaging results confirmed that the artificial eye

achieved the effect of human-like zoom.

Unlike land vertebrates, fish has an almost incom-

pressible spherical lens. Therefore, the method of zooming

by adjusting the curvature of the lens is not suitable for

fish. Instead, they move the lens to change the focal length.

When the object is far away, the lens of fish is usually close

to the nasal pole of the eye. When the object is close, the

lens moves away from the nose along the eccentric axis of

the pupil [4] (Fig. 5a). For example, when the object dis-

tance (do) was 10 cm, the imaging distance (di) was

3.55 mm. When the do was less than 10 cm, the focal

length became longer than 3.55 mm, so it was necessary to

change the di to focus the images on the retina. Kim et al.

[56] fabricated an artificial imaging system by integrating a

monocentric lens and a hemispherical image sensor to

realize the visual function of aquatic animals. To mimic the

hemispherical retina of fish, h-SiNR-PDA with the island-

bridge structure was fabricated. The serpentine intercon-

nections and ultrathin thickness made them deformable.

The finite element analysis (FEA) showed that the strain

was mainly concentrated in the interconnection area

(Fig. 5b). And the strain of the sensor part was 0.02%,

much smaller than the fracture strain of silicon (* 1%).

No mechanical fracture or device failure occured when the

device was transferred to the concave hemispherical

structure (Fig. 5c). The hemispherical sensor was then

combined with a gradient index lens to create a bioinspired

camera with the ability to adjust the focal length. In

Fig. 5d, the objects with do = 10 cm could be clearly

imaged at di = 2.95 mm, but if do was less than 10 cm

(e.g., do = 3 cm) the image was blurred (Fig. 5d). A clear

image was obtained by moving imager to change di for

refocus (Fig. 5d).

In comparison to chambered eyes, insect compound eyes

cannot change their focal length. Their eyes have a deep

depth of field and can theoretically see objects at infinite

distances. But it’s difficult for them to judge distances.

Combining the characteristics of chambered eyes to create

compound eyes with adjustable focus can solve this prob-

lem [95–97]. Cao et al. [67] introduced the adjustable-fo-

cus lens into the artificial compound eyes and realized

distance recognition by zoom imaging. The structure of the

device was shown in Fig. 5e. The deformable PDMS

microlens array was fabricated by femtosecond laser pro-

cessing, wet etching, and soft lithography. The microlens

array was then assembled onto the microfluidic chamber.

By controlling the amount of solution injected into the

chamber, the focal length of the artificial compound eye

could be adjusted to achieve dynamic zoom. Figure 5f

shows the relationship between the focal length of the main

lens and the volume of the chamber. As the volume of the

chamber increased, the focal length decreased from 4.73 to

3.03 mm. The zoom imaging capability of the instrument

was further verified. The test apparatus was shown in

Fig. 5g. Two imaging masks with ‘‘S’’ arrays and ‘‘K’’

arrays were located at 1183 and 1165 lm, respectively. As

the solution was injected into the chamber, the focal length

of the artificial compound eyes gradually decreased. Ini-

tially, only a blurred spot could be seen (Fig. 5h). As the

focal length gradually decreased, the pattern of the distant

letter ‘‘K’’ became clearer. However, as the focal length

was further reduced, the pattern of the letter ‘‘K’’ became

blurred and the pattern of the letter ‘‘S’’ became clear. All

of this confirmed that the device was capable of zoom

imaging.

3.3 Deep depth of field

Unlike the human eye, insects cannot dynamically change

the focus of compound eyes. To obtain clear images of

objects at different distances, insects have evolved an

imaging system with a deep depth of field. Depth of field in

object space is defined as the range of distances in which

the object can produce a sharp image on the retina. In

geometrical optics, the depth of field of an optical system

can be characterized by the object distance (L), focal length

(f), pupil size (D), and maximum spot diameter (B) [98]:

DOF ¼ 2L2fDB

fDð Þ2� LBð Þ2
ð1Þ

where the object distance L and the maximum spot diam-

eter B are held constant, a smaller focal length f and pupil

size D lead to a deeper depth of field. Ommatidia of insects

have a much smaller size (ranging from 10 to 140 lm in

diameter) and lens focal length than those of human eyes.

Therefore, the small lens of the ommatidia give the insect a

deep depth of field. Alternatively, the resolution is another

factor limiting the depth of field [99]. The resolution of

insects is very low, usually a few thousand. As a result, the

images the insects see are mosaics [100]. Fortunately, this

sacrifice in resolution gives insects a deep depth of field,

which allows insects to simultaneously image objects at

different distances.

Similarly, deep depth of field is very important for

artificial vision systems and has great potential for appli-

cations such as surveillance devices, endoscopy tools,

[101–103]. Inspired by the compound eyes of insects, Song

et al. [57] used deformable photodetector arrays and

microlens arrays to fabricate a 180-pixel hemispherical

artificial compound eye system. For the quantitative char-

acterization of the depth of field of artificial compound

eyes, imaging tests were performed using the experimental

apparatus as shown in Fig. 6a. Concretely, the triangular

and circular objects were placed at different angles of the
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artificial compound eye. The position of the triangular

object was fixed (DA = 12 mm), while the position of the

circular object was varied (DB = 12, 22, 32 mm), and then

three imaging patterns were obtained (Fig. 6b). The results

showed that no matter where the object was located, it

could be focused to obtain a clear image. However, the size

of the image pattern varied. The further away the object

was, the smaller the image pattern was.

Shi et al. [69] took a different approach to create a

hemispherical compound eye camera system (SCECam).

Fig. 5 a Schematic illustration of aquatic eye adjusting its focal length by moving protruding monocentric lens; b finite element
analysis of strain distribution in hexagon pixel of h-SiNR-PDA; c optical image of hemispherical SiNR photodiode array; d bioinspired
camera zoom demonstration (do = 3 cm), where image captured with di,far = 2.95 mm is blurry (left), but it can be refocused with
di,3 cm = 4.72 mm (right), and (inset) image of original object. Reproduced with permission from Ref. [56]. Copyright 2020, Nature
Publishing Group. e Schematic illustration of variable-focus compound eye; f relationship between focal length and chamber volume of
main lens; g schematic illustration of experimental setup for zoom imaging with masks ‘‘K’’ and ‘‘S’’ at different positions; h images
captured by bioinspired zoom compound eyes as volume of cavity increases. Reproduced with permission from Ref. [67]. Copyright
2020, American Chemical Society
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The SCECam could be divided into three parts: a hemi-

spherical compound eye, an optical relay system, and a

CMOS planar imaging sensor (Fig. 6c). The hemispherical

compound eye integrated * 4400 microlenses on a curved

surface. It was obtained by preparing the microlens array

on a plane and then transferring it to a hemispherical glass

dome by thermal pressing. Combining directly the curved

microlens array with a planar image sensor is a common

method to achieve an artificial compound eye system

[83, 104–110]. Nevertheless, Shi et al. [69] made

improvements on this basis by introducing an optical relay

system between the hemispherical compound eye structure

and the planar sensor. The optical relay system could

transform the curved focal plane into a plane, thus solving

the problems of field curvature, vignetting, and distortion

of the camera system. Simultaneously, the SCECam

reserved the basic characteristics of the compound eye,

such as a wide field of view and deep depth of field.

Compared to the traditional compound eye system, SCE-

Cam had better image quality. In Fig. 6d, although the

pentagon pattern was at different distances (D = 20, 40 and

80 mm), it could be well-focused due to the deep depth of

field. Of course, the size of the pattern was affected by the

distance, but the sharpness of the image was not greatly

Fig. 6 a Schematic illustration of an experimental setup to demonstrate DOF, where Object A (triangle) lies at an angular position of
40�and distance DA; Object B (circle) at - 40� and DB; b images obtained at different values of DB. Reproduced with permission from
Ref. [57]. Copyright 2013, Nature Publishing Group. c Schematic diagram of structure of SCECam; d images captured by SCECam
with objects located at different distances. Reproduced with permission from Ref. [69]. Copyright 2017, Optical Society of America.
e Focal lengths for objects at various distances, focused by monocentric lens; f optical photo of bioinspired camera and (inset) h-SiNR-
PDA; g imaging demonstration for a triangle (Object 1) and square (Object 2) located at different distances (do,1 = 20 cm and
do,2 = 30 cm) and at different angles with a 90� difference, where image is captured with di,far = 2.95 mm. Reproduced with permission
from Ref. [56]. Copyright 2020, Nature Publishing Group
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affected, showing the advantage of the deep depth of field

of the compound eye.

Besides insects, fish with a short focal length also has a

deep depth of field [111]. Inspired by the aquatic vision,

Kim et al. [56] prepared a bioinspired camera consisting of

a monocentric lens and a hemispherical photodetector

array. With a focal length of only 2.79–5.87 mm, the

monocentric lens could produce a deep depth of field. The

concrete imaging principle was shown in Fig. 6e. When the

distance between the object and the lens exceeded 20 cm,

the focal length was essentially the same at around

2.95 mm. This meant that clear imaging could be achieved

as long as the imaging distance was fixed at 2.95 mm.

However, if the object distance was less than 20 cm, the

focusing distance would change significantly. The mono-

centric lens was assembled with a hemispherical h-SiNR

PDA image sensor to create a bioinspired camera and its

deep depth of field was verified (Fig. 6f). More specifi-

cally, the triangular object was placed 20 cm away from

the bionic camera, while the object distance of the square

object was 30 cm. According to the above imaging prin-

ciple, the image distance needed to be only 2.95 mm for

clear imaging. The imaging results showed that the triangle

and square patterns were clear and there was no blurred

situation due to different object distances, as shown in

Fig. 6g. This confirmed that the artificial vision system

inspired by aquatic vision had a deep depth of field.

3.4 Dynamic imaging

The basic life activities of insects, such as target recogni-

tion and tracking, highly aerobatic flight maneuvers,

obstacle avoidance, and soft landing on objects, are

inseparable from dynamic imaging. Insects have excellent

dynamic vision thanks to their compound eyes. As each

ommatidium in the compound eye can only receive light

along its optical axis, the intensity of the light received by

each ommatidium changes significantly when the detection

target moves. This phenomenon is called the flicker effect,

and the rate of opening and closing is called the flicker

frequency. The compound eye has a high flicker frequency,

which allows it to process image information faster than

the chambered eye. This unique effect makes insects highly

sensitive to moving objects in their field of vision. For

example, honeybees were reported to respond to an object

appearing in their field of view within 0.01 s, while

humans took five times longer [42].

The artificial compound eyes with excellent dynamic

imaging capability have been used to realize three-di-

mensional (3D) point position recognition and target

tracking [70, 71, 112–114]. Following the structure of

apposition compound eyes, Dai et al. [70] fabricated the

biomimetic apposition compound eye (BAC-eye) through a

microfluidic-assisted 3D printing technique. The structure

of the device was shown in Fig. 7a. Briefly, the BAC-eye

consisted of 522 microlenses, cylindrical posts, waveguides

transmitting light to the planar base, and a hemispherical

mold with hollow tubes corresponding to the lenses, crys-

talline cones, rhabdoms and pigment cells of compound

eyes. SEM image of the BAC eye (Fig. 7b) showed that the

microlenses were evenly distributed on the hemispherical

dome, giving it a wide field of view of 170�. Ray tracing of

the structure confirmed that light could be well confined

within the ommatidia and transmitted to the bottom plane.

Therefore, it could be combined with any planar image

sensor to create a curved vision system. To demonstrate the

dynamic imaging capability of the BAC eye, the 3D point

source tracking experiment was adopted. By illuminating

the green optical fiber on the BAC-eye, corresponding light

spots could be obtained on the CMOS camera. According

to the size and central position of the spot, the 3D position

of the optical fiber could be tracked. Figure 7c shows 3D

positioning of the optical fiber. First, the optical fibers were

measured at different positions and the device was cali-

brated to obtain the calibration curve between spot distance

and spot width (Fig. 7d). Then the positions of the optical

fibers were determined. As demonstrated in Fig. 7c, the

yellow circle and the green circle were the actual positions

and the measured position, respectively, which were in

good agreement. Thus, the BAC-eye was verified having

excellent 3D position tracking ability and could be applied

to navigation and search fields.

Currently, most bioinspired compound eyes use simple

spherical lenses with poor optical performance, resulting in

image defocus. As a solution, Hu et al. [71] presented a

photoelectric integrated l-compound eye (l-CE) camera

with logarithmic ommatidia by femtosecond laser two-

photon polymerization. Due to the logarithmic ommatidia,

the l-CE camera had a deeper depth of field and a larger

focusing range than those of the bioinspired compound

eyes with simple spherical lenses. And the l-CE camera

could detect the trajectory of moving objects. Figure 7e

displays the method to record the trajectory of the beetle’s

movement in real time. Figure 7f, g shows the images of

the beetle taken by a conventional digital camera and the l-
CE camera at different time. According to the sharpness of

the images taken by the different ommatidia, the distance

and direction angle of the beetle could be obtained which

allowed the beetle’s trajectory to be reconstructed. The

corresponding reconstruction principle was schematically

illustrated in Fig. 7h. In detail, the l-CE camera could

obtain images of the target object with different sizes and

positions from different ommatidia. Based on this set of

images, the spatial position of the target object could be

reconstructed. The bioinspired camera was used to detect

the activity of green paramecium in the reservoir to
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demonstrate the real-time trajectory detection capability.

The l-CE camera captured a motion video of the

paramecium and the trajectory was reconstructed in real-

time at a rate of 24 frames per second (Fig. 7i). The above

results confirmed the dynamic imaging capability of the l-
CE camera and showed promising prospects for real-time

tracking monitoring, microscopic stereoscopic imaging,

etc.

Fig. 7 a Structural diagram of arthropod compound eye (left) and cross-section of BAC-eye (right); b SEM image of a BAC-eye;
c experimental results for tracking location of light sources by BAC-eye, where solid dots are target and measured positions used for
calibration, respectively, and yellow and green circles are target and measured positions with unknown light locations; d dependence
of FWHM of light distribution captured by BAC-eye with respect to distance from original point to light spot. Reproduced with
permission from Ref. [70]. Copyright 2021, Nature Publishing Group. e Schematic diagram of experimental setup for monitoring beetle
motion with l-CE camera; f images of a free-crawling beetle at different time; g images obtained by l-CE camera at different time;
h schematic diagram of principle for 3D reconstruction by a l-CE camera; i 3D reconstruction of paramecium motion trajectory.
Reproduced with permission from Ref. [71]. Copyright 2022, Nature Publishing Group
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3.5 Wide spectral response

The human eye is capable of seeing light between 380 and

780 nm. Different wavelengths of light correspond to dif-

ferent colors, so we can see the colorful world. The reason

why humans have color vision is that there are three types

of cones in the retina that respond to red (L), green (M),

and blue (S) light (Fig. 8a) [115]. Furthermore, stomatopod

crustaceans or mantis shrimp may have the most sophisti-

cated retinal photoreceptors in the animal kingdom.

Through different arrangements of receptors, the retinas of

mantis shrimp have more than a dozen photoreceptors. This

allows them to see not only visible light but also ultraviolet

light, giving them the widest spectrum recognition range of

any animal (Fig. 8a). In addition, shrimp have polarization

filters in their eyes and can directly see the polarization of

incoming light [116].

Likewise, wide spectral response and specific wavelength

detection are also essential for bioinspired curved vision

systems, and much researches have been devoted to this area

[56, 59, 62–64, 114, 117]. Thai et al. [62] achieved near

infrared curved imaging by applying biaxial stretching to

ultrathin molybdenum disulfide materials. The graphene/

MoS2/graphene metal–semiconductor-metal (MSM) pho-

todetector arraywas fabricated on the flexible polyimide (PI)

substrate. And the PI substrate could be bulged or dented into

ellipses by controllable pneumatic bulging technique to

apply the bisexual tensile stress. As demonstrated in Fig. 8b,

significant deformation of the device could be observed, but

no delamination or structural failure of MoS2 and graphene

occurred after deformation. The properties of the MoS2
photodetector were then characterized before and after

deformation. Owing to the narrow band gap (* 1.9 eV),

molybdenum disulfide materials had a limited spectral

response range (visible light). As shown in Fig. 8c, MoS2
photodetectors did not respond to the light above 685 nm

before the strain was applied. Under the effect of strain, the

detection spectrumwas extended to the infrared wavelength.

A clear response at 904 nm could be found, which was

because the strain changed the lattice symmetry ofMoS2 and

led to a narrow band gap. In addition, as the strain increased,

the device response at different wavelengths was also sig-

nificantly improved. This could be due to the increase in

absorption efficiency and carriermobility ofMoS2. Finally, a

7 9 8 PD array was prepared for demonstration of curved

imaging. Light with a wavelength of 785 nm was used to

project the letter ‘‘E’’ on the mask onto the curved image

sensor. When the strain was 1.19%, a clear image with the

pattern of the letter ‘‘E’’ was obtained (Fig. 8d).

Compared with inorganic semiconductor, the organic

semiconductor has excellent flexibility and simple prepa-

ration technology, which is very suitable for the con-

struction of curved image sensor. However, limited by the

high exciton binding energy (0.3–1 eV), the infrared

detection performance of organic semiconductors is poor.

Therefore, Yu et al. [63] proposed a novel composite

dielectric layer that improved the exciton dissociation

efficiency and reduced the dark current. Following this

strategy, an ultraflexible all-polymer heterojunction near-

infrared phototransistors (PTs) were constructed for

bioinspired curved imaging. Figure 8e shows the structure

of the transistor. DPPT-TT: N2200, Au, and PEDOT: PSS

were used as the photosensitive active channel, source/

drain electrode, and gate electrode, respectively. And the

composite dielectric layer was composed of poly(methyl

methacrylate) (PMMA), polyvinyl alcohol (PVA), and

epoxy-based resin (PEI-EP), which played the roles of

reducing dark current, avoiding solvent damage, and

inducing phase separation, respectively. Figure 8f shows

the ultraviolet–visible-infrared absorption spectra of dif-

ferent films. In particular, the DPPT-TT: N2200 film

combined the properties of both materials and had a wide

absorption range and strong absorption in the near-infrared

region. Both DPPT-TT PT and DPPT-TT: N2200 PT

exhibited a photoresponse at 808 nm. Compared with

DPPT-TT PT, the photosensitivity (P) and responsivity

(R) of DPPT-TT: N2200 PT were improved by at least 10

times (Fig. 8g). The highest P value was 106, higher than

that of all reported organic thin-film NIR PTs. In addition,

a 9 9 10 PT array was constructed. The PT array could be

stretched into a curved image sensor due to the deforma-

bility of the ultrathin structure. As shown in Fig. 8h, the

imaging result of the curved imager was clearer with high

contrast and clear edges than that of the planar device.

In addition to the wide spectral response, the identifi-

cation of specific wavelengths is also important for the

curved vision system [118]. Feng et al. [64] implemented a

hemispherical perovskite image sensor with a narrowband

response from visible to near-infrared. The structure of the

curved image sensor was shown in Fig. 8i. And Cr,

PEDOT: PSS, perovskite, C60 and 2,9-dimethyl-4,7-

diphenyl-1,10-phenanthroline (BCP) acted as electrodes,

the hole transport layer, the photosensitive layer, the

electron transport layer and the buffer layer, respectively.

The most important part was the perovskite layer because

its dynamic carrier behavior directly affected the narrow-

band response of the photodetector. Considering that 2D

perovskite was evenly distributed around 3D perovskite in

quasi-2D perovskite materials, the dynamic behavior of the

carrier could be modified by adjusting the ratio of 2D/3D

perovskite materials. Figure 8j confirms the feasibility of

this method. By changing the I/Br ratio and the thickness of

the perovskite film, the light penetration depth and the

carrier diffusion length could be adjusted. Continuous

tuning of the external quantum efficiency (EQE) spectrum

from the visible to the near-infrared could be achieved with
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full width at half maximums (FWHMs) less than 20 nm.

Curved image sensors with selective response wavelengths

of 550, 600 and 660 nm were fabricated to verify the

spectral sensing capability. The experimental setup for the

imaging test is shown in Fig. 8k (left). The images cap-

tured by the different curved image sensors with selected

wavelengths are shown in Fig. 8k (right). By converting

the EQE spectrum into RGB (red, green, blue) coordinates,

Fig. 8 a Photoreceptor spectral sensitivities of human and N. oerstedii. Reproduced with permission from Ref. [115]. Copyright 2008,
Humana Press, a part of Springer Science Business Media. Reproduced with permission from Ref. [116]. Copyright 2022, Royal
Society. b SEM image of planar device protruded into hemispherical shape and (inset) enlarged SEM image; c strain-dependent
photoresponsivities under different incident light; d image of letter ‘‘E’’ captured by curved imager with 1.19% strain at 785 nm incident
light. Reproduced with permission from Ref. [62]. Copyright 2021, American Chemical Society. e Structure diagram of flexible device;
f normalized optical absorption spectra of original DPPT-TT, N2200, and DPPT-TT: N2200 (1:1) films coated on quartz substrates;
g photosensitivity (P), responsivity (R) as a function of VG, according to same light intensities (0.038 mW�cm-2, 808 nm) under two
different conditions (DPPT-TT: N2200 and pristine DPPT-TT); h image (letter ‘‘H’’) captured by bioinspired camera and its projection on
flat plane. Reproduced with permission from Ref. [63]. Copyright 2022, Wiley–VCH. i Schematic diagram of structure of a
hemispherical photodetector; j narrow-band response (EQE) of perovskites photodetectors with different halogen ratios
(PEA2FA3Pb4I13-xBrx, x = 1, 5, 8, 13); k (left) schematic representation of an experimental setup for color imaging, and (right)
images obtained by hemispherical photodetectors with different I/Br ratios. Reproduced with permission from Ref. [64]. Copyright
2022, Nature Publishing Group
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the compositing color image was also obtained, illustrating

the potency of color imaging.

Although narrow-band response photodetectors are

capable of color recognition, discrete devices increase the

difficulty of testing and data reading time. Song et al. [65]

addressed this issue by fabricating intrinsically stretchable,

multispectral, and multiplexed 5 9 5 9 3 phototransistor

arrays that integrated three color-selective stretchable

phototransistors together. The structure of the device was

shown in Fig. 9a, where the semiconductor nanocomposite

material (isQDSN) was composed of CdSe/ZnS core/shell

quantum dots with adjustable size, the fiber-like semicon-

ductor polymer (poly[2, 5-(2-octyldodecyl)-3,6-diketopy-

rrolopyrrole-alt-5,5-(2,5-di(thien-2-yl)thieno[3,2-b]thio-

phene)](PDPP2T-TT-OD)) for charge transport and the

elastomer (polystyrene-block-poly(ethylene-ran-butylene)-

block-polystyrene (SEBS)). To ensure the device’s

stretchability, SEBS and microcracked gold films were

used as the medium and electrode, respectively. The

stretchable multiplexed transistor array was obtained by

asymmetrically integrating the red, green, and blue color

selective 5 9 5 phototransistor arrays. Due to its intrinsic

stretchability, the device could be transformed from flat to

hemispherical under the action of the deformation

table (Fig. 9b) while maintaining good electrical stability.

The color selectivity of the phototransistor was shown in

Fig. 9c. The phototransistor composed of sensitive to blue

light isQDSN had an obvious response to blue light

(450 nm) and a weak response to green light (525 nm) and

red light (635 nm). The green transistor had a strong

response to both blue and green lights but a weak response

to red light. The red transistor responded to blue, green,

and red light. To improve the accuracy of optical detection

under curved structures, the deep neural network (DNN)

algorithm was used to compensate for the optical differ-

ence and noise caused by device deformation (Fig. 9d), and

color detection under the curved structure was realized

(Fig. 9e).

When integrating a color selective device, three pixels

output one color, which increases the process difficulty and

reduces pixel density. Long et al. [66] implemented a

bionic eye with filter-free color vision using color-depen-

dent bidirectional synaptic photoreactivity in the hybrid

nanostructure (Fig. 10a). The artificial retina consisted of

the hybrid nanostructures assembled in a hemispherical

PAM. The hybrid nanostructures were composed of

CsPbI3/NiO core–shell nanowires and SnO2/NiO double-

shell nanotubes with ionic liquid-filled cores, mimicking

cones and neurons in the human eye, respectively

(Fig. 10b). Figure 10c shows the optical response of the

device under red, green and blue pulses at a voltage of 0 V.

The photocurrent under red and green light was negative,

and the photocurrent under green light was greater than that

under red light. However, the photocurrent under blue light

was positive. This phenomenon was caused by the opto-

electronic surrounding gate effect in the nanowire struc-

ture. Based on this principle, the bionic eye could

recognize color. To improve the color recognition ability of

the bionic eye, a small external voltage was applied.

Applying a positive bias could enhance the photocurrent

under blue light, while applying a negative bias could

enhance the photocurrent under red light. Thus, the color

information could be read out by analyzing the light

response at different bias voltages. A convolutional neural

network (CNN) was introduced to improve the color image

reconstruction ability (Fig. 10d). For verifying the color

detection capabilities of the bionic eyes, images of differ-

ent shapes and colors were projected onto the bionic eyes.

The photocurrents were measured under different biases.

After normalization and CNN processing, the reconstructed

image showed high fidelity (Fig. 10e).

3.6 Amphibious imaging

Creatures living only in water or land have developed

individual eye structures. In the atmospheric environment

(refractive index * 1.0), the prominent cornea of the

human eye plays a major role in the refractive effect.

However, in water (refractive index * 1.33), the refractive

effect of the cornea is lost because the refractive index of

water and the biological fluid in the eye are very similar.

The refraction of the lens and vitreous body is not enough

to focus the light on the retina. The image falls behind the

retina, resulting in farsightedness. For aquatic fish, the light

refraction function is mainly provided by the spherical lens.

The spherical cornea is not involved in refraction. How-

ever, if the cornea is in the atmospheric environment, it can

play the role of refraction, leading to the short-sightedness

of imaging in front of the retina. To be able to live in water

and on land at the same time, one solution is to flatten the

curvature of the cornea [4]. For example, fiddler crabs have

flat corneas and gradient index lenses (Fig. 11a) [43].

Inspired by the amphibious fiddler crab eyes, Lee et al. [58]

proposed an amphibious artificial vision system. The

ommatidia of the fiddler crab were mainly composed of the

gradient index corneal lens (GCL), the crystal cone (CC),

and the screening pigment (SP) (Fig. 11b). In addition to

the concave multilayer structure of the fiddler crab eye with

a higher refractive index (RI) in the upper layer, another

amphibious imaging structure with a flat roof in nature was

the concave multilayer structure with a lower RI in the

upper layer. Figure 11c shows the specific differences

between them. According to the ray-tracing simulations of

the two structures and the typical lens structure with a

convex top, the two multilayer structures with gradient RI

and the planar roof had the same focal length in both air
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and water, but the focal length of the traditional homoge-

neous convex lens changed (Fig. 11d). Therefore, the key

to amphibious imaging was the planar roof and the gradient

RI. Artificial ommatidia with the structure similar to

amphibious fiddler crab eyes were also prepared as shown

in Fig. 11e. The planar gradient lens (g-ML), polyurethane

(PU) elastic spacer, and Si photodetector corresponded to

the GCL, CC, and PR of the compound eyes of the fiddler

crab. Considering the different preparation difficulty of the

two structures and the anti-reflection effect of a convex

multilayer structure, the g-ML structure with convex

multilayer was adopted (Fig. 11f). Moreover, the artificial

ommatidia were integrated into the three-dimensional

spherical structure. Figure 11g presents the experimental

device to demonstrate amphibious imaging. The artificial

imaging system was partially placed in water, and two

beams of light with square and circle patterns were

illuminated on the device from air and water, respectively.

As displayed in Fig. 11h, the images with clear square and

circular patterns were obtained simultaneously, which

verified the amphibious imaging function of the artificial

compound eye.

4 Curved neuromorphic imaging systems

For image information acquisition and processing, tradi-

tional artificial vision systems require the integration of a

large camera and a complex data processing module. It not

only has a large volume and weight but also causes huge

power consumption and data delay. In contrast, the curved

retina in the human visual system with a small size can

convert optical signals into electrical signals and has the

function of data pre-processing. Therefore, it is of great

Fig. 9 a Schematic diagram of stretchable phototransistor array; b schematic diagram and photograph of 5 9 5 9 3 phototransistor
array deformation; c photoresponse of blue phototransistor (top), green phototransistor (middle) and red phototransistor (bottom);
d schematic diagram of using deep learning algorithm to improve accuracy of phototransistor during mechanical deformation;
e corrected image pattern obtained after DNN processing (left), and incident light color confirmed by color-sensing algorithm (right).
Reproduced with permission from Ref. [65]. Copyright 2022, Nature Publishing Group
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importance to develop a curved neuromorphic imaging

system that combines bioinspired optical and neuromor-

phic processing functions.

4.1 Curved artificial optoelectronic synapses array

To mimic the neuromorphic computation of the human

brain, synaptic devices have been extensively studied

[28, 119–128]. However, the current synaptic devices are

mostly limited to planar structures and rarely possess

retina-like curved structures. Inspired by the human visual

system, Choi et al. [129] first applied synapses to curved

image sensors to obtain artificial neuromorphic vision

systems. Notably, the curved structure could reduce the use

of complex optical systems for imaging, and the synaptic

plasticity could realize efficient data pre-processing.

Figure 12a shows the structure of the MoS2-pV3D3 pho-

totransistor (pV3D3-PTr) with synaptic plasticity. It was

made of a Si3N4 substrate, a graphene source/leak elec-

trode, a MoS2 photosensitive layer, a pV3D3 dielectric

layer, and a Ti/Au gate electrode. The device exhibited

short-term plasticity (Fig. 12b) to long-term potentiation

(Fig. 12c) as the increase in the frequency of the input

pulse light. The synaptic plasticity resulted from the charge

trapping at the MoS2-pV3D3 interface. Thus, the photo-

transistor exhibited quasi-linear time-dependent photocur-

rent generation and prolonged photocurrent decay. Based

on the synaptic property, pV3D3-PTr could directly pro-

cess the input optical signals and output the results in the

form of electrical signals. Using the ultrathin structure and

flexibility of the material, the pV3D3-PTr array was

obtained with a curved structure. It was then integrated

Fig. 10 a Schematic illustration of structure of bionic eye; b schematic diagrams of retinal neurons (top) and hybrid nanowires (below);
c photocurrent density under 11 mW�cm-2 red (650 nm) (left), green (520 nm) (middle), and blue (405 nm) (right) illumination with 1 s
pulse width and 1 s pulse interval for 5 cycles under 0 V bias; d architecture of CNN for image classification; e demonstration of color
pattern reconstruction. Reproduced with permission from Ref. [66]. Copyright 2023, Nature Publishing Group
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with a plano-convex lens to achieve a curved vision sys-

tem. Figure 12d–g demonstrates the image acquisition and

data pre-processing of the imaging system. Specifically, the

optical signal with a pattern of the letter ‘‘C’’ (e.g., 0.5 s

duration and 0.5 s interval) was used as the input pulse

signal. The photocurrent of the pixels in the frequently

irradiated area gradually increased (Fig. 12f (i)). Mean-

while, the current of the pixels in the rarely irradiated area

was negligible (Fig. 12g (i)). After 20 optical pulses, the

pre-processed image ‘‘C’’ could be obtained and held for

about 30 s (Fig. 12f (ii)). In addition, the image informa-

tion could be erased by applying a forward bias (Fig. 12d–

g (iii)) for the next imaging (Fig. 12d–g (iv)). This highly

integrated curved vision system provides the future direc-

tion for the development of efficient machine vision.

Hu et al. [130] used MoS2 to fabricate another

hemispherical-structured bioinspired eye with optical

synaptic function. (Fig. 12h). The traditional MoS2
synaptic devices had significant power consumption,

which was much higher than that of biological synapses.

Hu et al. [130] introduced a discontinuous In layer to

improve the contact between the electrode and MoS2 and

the conductivity of MoS2, reducing the power con-

sumption per spike to 68.9 aJ. In addition, the In/MoS2
synaptic devices demonstrated synaptic plasticity,

including the response to the pulse facilitation phe-

nomenon, short-term plasticity, long-term plasticity, and

the conversion between the two. Subsequently, MoS2
thin films and discontinuous In layers were deposited

directly on the quartz hemisphere shell in sequence to

Fig. 11 a Optical photographs of U. vomeris and its compound eye (top), cross-sectional electron micrograph of a single lens in an
ommatidium (below). Reproduced with permission from Ref. [43]. Copyright 2013, Wiley–VCH. b Schematic diagram of structure of
ommatidium; c change of RI and RoC with number of layers in concavely and convexly curved multilayer structure; d ray-tracing
optical simulation results of microlens with concave multilayers with graded RI (left), convex multilayers with graded RI (center), and
typical microlens with a homogeneous RI (right) under dry and wet conditions; e structure of artificial (right) ommatidium and
corresponding structure of biological ommatidium; f magnified cross-section view of g-ML; g schematic representation of experimental
setup for amphibious imaging; h amphibious imaging results captured by artificial vision system. Reproduced with permission from
Ref. [58]. Copyright 2022, Nature Publishing Group
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obtain a 5 9 5 synapse array on the curved surface, and

it was assembled with the lens and hemisphere shell to

achieve a hemispherical bioinspired eye. To demonstrate

the learning function of the device, the pattern of the

letter ‘‘H’’ was irradiated to the bionic eye for different

durations (Fig. 12i). As the exposure time increased from

10 to 100 s, the device current increased significantly

and the image pattern became clearer. It was confirmed

that the hemispherical bionic eye could recognize images

by increasing the illumination time.

Fig. 12 a Schematic illustration of structure of pV3D3-PTr; b photon-triggered short-term plasticity and c long-term potentiation of
pV3D3-PTr; d–g demonstrations of a preprocessed image derived from a large number of noisy optical inputs (e.g., acquisition of
preprocessed image of letter ‘‘C’’ (i), attenuation of memorized image of letter ‘‘C’’ (ii), erasure of afterimage (iii), and acquisition of
preprocessed image of letter ‘‘N’’ (iv)). Reproduced with permission from Ref. [129]. Copyright 2020, Nature Publishing Group.
h Schematic illustration of structure of bioinspired eye; i images captured by bioinspired eye under 10 and 100 s illumination.
Reproduced with permission from Ref. [130]. Copyright 2021, Wiley–VCH
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4.2 Curved neuromorphic system with image
storage

Obviously, storage is another necessary function of curved

neuromorphic imaging systems [131–140]. The pho-

tomemory transistor combines the functions of transistor,

photodetector, and memristor devices. It can not only

reduce the complexity of the imaging system but also

record the optical information in real time. Therefore, Kim

et al. [141] constructed a hemispherical imaging system

based on organic photomemory transistors. Figure 13a

shows the microscopic optical picture of the transistor with

the bottom-gate bottom-contact structure. Figure 13a, b is

the schematic illustration of the corresponding cross-sec-

tion. The whole device could be divided into eight layers

from bottom to top, which were SiNx rigid island, poly-

imide flexible substrate, Ti/Au/Ti grid, HfO2/Ta2O5/HfO2

inorganic dielectric layer, Ti/Au source/drain electrode,

semiconductor insulator (SU-8 3 lm), the organic semi-

conductor layer (Pentacene), and Parylene passivation

layer. In Fig. 13c, the transistor had a memory capacity due

to the charge trapping in the grid dielectric. The grid

dielectric could be divided into a blocking layer, a charge

trapping layer, and a tunneling layer (Fig. 13d). In partic-

ular, when a high positive gate voltage was applied with

light exposure, the Pentacene absorbed photons to produce

photogenerated electrons (Fig. 13e). The electrons were

able to tunnel through the tunneling layer and be trapped in

the charge trapping layer. When the gate voltage was

removed, the electrons remained trapped in the charge-

captured layer, which shifted the threshold voltage,

resulting in the optical memory effect (Fig. 13f). To

remove the stored information, it was necessary to reset by

applying a large negative grid voltage to remove or neu-

tralize the trapped electrons (Fig. 13g). Figure 13c shows

that the greater the light absorption is, the greater the

Fig. 13 a Optical image of organic photomemory transistor; b schematic illustration of cross-section of a photomemory transistor;
c influence of illumination on threshold voltage of photomemory transistor; d initial state of photomemory transistor; e photogenerated
charge carriers are produced under light, and photogenerated elMectrons are captured by trapping layer, resulting in a large positive
grid voltage; f captured electrons are stored in trapping layer and cause a memory effect; g applying a high negative gate voltage can
repulse and remove trapped electrons; h retention of drain currents after exposure and reset; i schematic representation of
experimental setup for curved imaging; j image of letter ‘‘X’’ captured by curved image sensor array. Reproduced with permission from
Ref. [141]. Copyright 2023, Wiley–VCH
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threshold voltage shift of the transistor is. After resetting,

the threshold voltage would return to its original value.

Benefiting from the inorganic lattice dielectric layer, the

charge storage effect could be maintained for more than

60 min (Fig. 13h). In addition, the 12 9 12 transistor array

fabricated on a flat wafer was released and transferred to a

pre-stretched hemispherical elastomer. After release, the

image sensor buckled under compressive stress. The tran-

sistor array formed a curved image sensor for curved

imaging (Fig. 13i). The image ‘‘X’’ was focused on the

curved image sensor with a lens. After exposure, the light

source was removed and the drain current of each pixel was

read at voltages of Vg = - 1 V and Vd = - 1.5 V. The

original image ‘‘X’’ was successfully reconstructed, as

displayed in Fig. 13j. In this work, the construction of

photomemory transistors not only reduced the complexity

of imaging systems, but also provided a degree of freedom

in the timing of imaging tests due to their memory

function.

5 Summary

Over tens of thousands of years, creatures in different

environments have evolved eyes with different structures

and functions to adapt to their surroundings. Although all

types of eyes differ in composition and working mecha-

nism, they all share similar curved structures. The curved

imaging structure can directly compensate for the aberra-

tion of the planar imaging system and reduce its structural

complexity. Therefore, bioinspired curved imaging system

with inheriting various functions of biological eyes, such as

dynamic imaging, adjustable focus, and amphibious

imaging, can surpass the traditional CCD and CMOS pla-

nar image sensors that work with complex structure and

huge volume. In this review, we provide a systematic

summary of the structures, functions, and neuromorphic

systems of biological eyes, as well as the applications of

bioinspired curved vision systems in imaging technology.

Inspired by various biological eyes, the development of

curved imaging systems is advancing rapidly, but further

improvements are needed in terms of resolution, pixel

number, and spectral recognition.

(1) Currently, the curved vision system has an excellent

optical structure in comparison with the planar vision

system. However, the resolution and the number of

pixels in the curved vision system are much lower

than those of the planar image sensor. Curved image

sensors are usually prepared by in-situ growth or

planar structure curving techniques. For example,

in situ growth of perovskite microwires can achieve

high densities exceeding those of human retinal

photoreceptor cells, however, the wiring of the

electrodes in this structure is challenging. Further-

more, although bendable planar structures, such as

ultrathin flexible structures, island bridge structures,

kirigami structures, and origami structures, can be

compatible with mature planar processing technol-

ogy, high-resolution devices are not obtained due to

complex integration processes. The kirigami structure

has a large pixel filling factor, but cannot reach the

resolution of the planar sensor. Combining a curved

optical structure with a planar sensor can result in

higher resolution, but the actual number of pixels is

limited due to the small size of the device. Therefore,

it is urgent to further improve the resolution and

number of pixels of the curved surface imaging

system for its practical application. The development

of a preparation method that is compatible with

mature planar processing technology represents the

most promising direction for the advancement of

curved imaging. Among the various approaches, the

kirigami structure currently exhibits the highest pixel

filling factor and has demonstrated curved imaging

with 32 9 32 pixels, indicating its potential in the

development of curved imaging. Another promising

direction is to leverage the high resolution of planar

image sensors by either increasing the size of the

curved optical structure or designing special optical

structures. By exploiting the benefits of planar

processing technology and innovative optical designs,

curved imaging can be further enhanced to deliver

improved performance, functionality, and versatility

in a range of fields.

(2) Compared to human vision, curved vision systems

have a wide spectral response range, spanning from

ultraviolet to infrared bands, due to semiconductor

materials with abundant bandgaps. However, achiev-

ing color recognition remains a challenge for curved

image sensors. Traditional flat camera uses a Bayer

filter to achieve color recognition, however, this

method is difficult to implement on a curved struc-

ture. Another approach involves using narrowband

image sensors that respond to a specific wavelength,

which has been used to enable color recognition of

curved vision systems. However, integrating multiple

narrowband devices into a single curved sensor is a

complicated process, requiring several devices to

detect the same target and then information integra-

tion to obtain a color image, which could be

inefficient and slow. Integrating different color-

selective photodetectors to enable color recognition

represents a promising direction for the development

of image sensors. However, the current pixel resolu-

tion achieved with such sensors, which require at least
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three pixels (RGB) to determine a color, is relatively

low, with a pitch of around 1 cm. One approach to

improving the pixel resolution of image sensors is to

use photodetectors that respond differently to various

wavelengths of light. In this case, the color informa-

tion of a pixel can be extracted by analyzing the

measured current of the pixel under different bias

conditions. By allowing each pixel to provide one

color information instead of relying on multiple

pixels to provide a single color, the resolution can

be greatly improved. This approach imposes signif-

icant requirements on both device structure and the

fabrication techniques, which may bring a paradigm

shift in image sensors.

In short, biological eyes have many peculiar functions,

such as the ability of shrimps to detect the polarization of

light, cuttlefish to change the shape of their eyes to increase

the focusing range, and the regeneration capability of crab

eyes. Inspired by these remarkable functions, the

improvement of curved vision systems requires further

research. By emulating biological eyes, the imaging system

could obtain enhanced performance and more compre-

hensive capabilities. Biomimicry could be the development

direction of the imaging system in the future.
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[7] Duparré J, Dannberg P, Schreiber P, Bräuer A, Tünnermann A.
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