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sensing represents one of the most prom-
ising schemes to such sHMI, owning 
to its mechanical compliance, physical 
imperception, and multifunction.[4–8] Thus, 
emerging materials such as nanowires/
fibers,[9–12] nanomembranes,[13,14] conduc-
tive polymers,[15–17] organohydrogels,[18–20] 
liquid metals,[21] and MXenes,[22–26] com-
bined with novel constructions including 
mesh,[27,28] serpentine,[29] textile,[30–33] 
wrinkle,[23] and micropattern,[34–36] assisted 
with the emerging fabrication methods 
such as 3D printing,[37] 4D printing,[38] 
and transfer printing,[39] have been devel-
oped for contact/noncontact interactive 
electronic skin, on the basis of dif-
ferent mechanisms of piezoresistive,[27] 
capacitive,[40] piezoelectric,[41] and tribo-
electric.[42–45] Despite the thriving pro-
gress, the lack of human-readable output 
from these interactive interfaces defers 
the adjustment and adaptability of human 
operations, imposing restriction on their 
further widespread applications. Light 
with transformational color, intensity, or 

propagation upon tactile stimuli promises a solution to this 
end because of its readability and intuitiveness. Accordingly, 
user-interactive interfaces converting tactile stimuli into optical 
signals that are simultaneously recognizable to users and 
devices have been proposed, enabled by the integration of pres-
sure sensing elements with electroluminescent/electrochromic 
devices,[46–49] or by the fabrication of nanowire light-emitting 

User-interactive interfaces, converting tactile stimuli into readable signals to 
users and devices simultaneously, improve the communication and inter-
action between human and machines and therefore greatly contribute to 
the safety and dexterity during the interactions. However, the concomitant 
challenges of current user-interactive interfaces such as complex architec-
ture, massive electrodes and fussy cable connections, bulky and unhandy 
power supply, and deficiency in multistimuli responses have yet to be solved. 
Herein, an all-optical tactile sensing platform consisting of heterogeneous 
mechanoluminescent materials and polymer matrix is proposed for the con-
version of multiple tactile stimuli into heterochromatic lights in an untethered 
and self-powered manner. The all-optical tactile sensing platform can respond 
to tiny shear force such as fingertip slipping with a low limit of 2 N and 
wide range of strains ranging from 30% to 70% with appropriate discrimina-
tion. Most importantly, the visualization of tactile stimuli with human- and 
machine-readability and vividness permit remote and wireless user-interac-
tive applications such as videogames and RC car control, assisted with the 
developed method of active optical signal recognition. This work presents a 
paradigm shift to user-interactive interfaces, boosting their implementation in 
multitudinous areas such as artificial intelligences and the Internet of Things.
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1. Introduction

The rise of virtual/augmented reality and intelligent robots 
has ignited huge enthusiasms into soft human-machine inter-
face (sHMI), enabling the intuitive cognition and interaction 
between users and devices without sacrificing motion freedom 
and comfortability.[1–3] Electronic skin with biomimetic tactile 
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diode array with piezo-phototronic effect,[50,51] or by the devel-
opment of metasurfaces with reversible structural colors,[52] or 
by the electro-optic conversion via the Pockels effect,[53] or by 
the conjunction of microcracked shutters and fluorescent mate-
rials,[54,55] or by the utilization of self-luminescent materials with 
piezo/tribophotonic effect,[56–58] or by the synthesis of novel 
electrochemiluminescence materials with piezo-ionic effect.[59] 
However, the aforementioned devices suffer from one or more 
disadvantages of complex architecture, massive electrodes and 
cables, power supply, and inability of multistimuli responses, 
and have barely been explored for user-interactive applications 
due to the lack of an appropriate approach for the recognition of 
active optical signals.

Herein, an all-optical tactile sensing platform (ATSP) with 
attributes of minimalist construction, electrode/cable-free, 
energy autonomy, and multistimuli responses is proposed 
for user-interactive applications, assisted with the developed 
strategy for active optical signal recognition. As displayed in 
Figure 1, this ATSP is composed of heterogeneous mecha-
noluminescent (ML) materials of copper-doped zinc sulfide 
(ZnS:Cu) and manganese-doped oxysulfide (ZnS-CaZnOS:Mn) 
embedded in polydimethylsiloxane (PDMS) matrix, permitting 
the transduction of strain and shear force into heterochromatic 
lights of green and orange, respectively, in an unambiguous 
way. The ATSP can respond to tiny shear force such as fin-
gertip slipping with a low limit of 2 N and wide range of strains 
ranging from 30% to 70%. The visualization of tactile stimuli 
not only endows information with vividness and human-read-
ability, and therefore much better human-machine interaction 
through adaptions, but also allows for the wireless capture of 

signals via an optical instrument, and then expediently differ-
entiated and coded with the developed program to deliver the 
determined instructions for remote and dexterous manipula-
tions of videogames and RC car in real-time. Along with the 
merits of low cost on fabrication and ease of scale up, this 
presented ATSP holds great promise to broad application sce-
narios such as virtual/augmented reality and intelligent robots.

2. Results and Discussion

2.1. Heterogeneous ML Materials for ATSP

The unique mechano-optical response feature of ML mate-
rials without requiring any auxiliary circuit and power supply 
make them prime candidates for tactile sensing. In our case, 
two high-performance ML materials of ZnS-CaZnOS:Mn and 
ZnS:Cu were selected and embedded into PDMS matrix to 
construct this ATSP, bestowing the transduction of shear force 
and strain into heterochromatic lights with discrepant and vivid 
colors, as well as high brightness, as depicted in Figure 2a and 
Video S1, Supporting Information. The distinctive response 
of ZnS-CaZnOS:Mn and ZnS:Cu to shear force and strain is 
determined by the dominant ML mechanism of piezopho-
tonic and tribophotonic, respectively.[60,61] Upper-right inset of 
Figure  2a shows the false-color SEM image of the ATSP. The 
ZnS-CaZnOS:Mn was synthesized via the conventional high-
temperature solid state reaction method (see Section 4 for 
details). The ZnS-CaZnOS:Mn is a biphase hybrid consisting 
of ZnS phase and CaZnOS phase, as determined by the 

Figure 1.  Scheme of the proposed all-optical tactile sensing platform (ATSP) for user-interactive interfaces. The ATSP consists of heterogeneous 
mechanoluminescent materials and permits the transduction of tactile stimuli into heterochromatic lights that are simultaneously recognizable to 
users and devices, endowing the remote and dexterous manipulations of user-interactive devices in an untethered, self-powered, and adaptive manner.
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X-ray diffraction (XRD) pattern (Figure  2b), whose diffraction 
peaks match well with either standard ZnS (PDF #36-1450) 
or standard CaZnOS (PDF #01-072-3547). The biphase fea-
ture can be further confirmed by the fluorescence microscope 
image and energy-dispersive X-ray spectroscopy (EDS) map-
ping images of a representative ZnS-CaZnOS:Mn particle. Two 
distinct emission colors can be observed in the fluorescence 
microscope image of one single ZnS-CaZnOS:Mn particle 
(inset of Figure  2c), attributing to photoluminescent emis-
sion of ZnS:Mn and CaZnOS:Mn, respectively. This result is 
consistent with the transient photoluminescence decay curves 
that exhibits two different delay lifetimes upon excitation at 
290 nm with the monitored wavelength of 590 nm (ZnS:Mn) and  

620 nm (CaZnOS:Mn), as shown in Figure 2c. The separation of 
Ca and Zn element occurs within one single ZnS-CaZnOS:Mn 
particle due to its biphase nature (Figure  2d), while Mn ele-
ment uniformly distribute in the whole particle, suggesting 
the successful doping of Mn into ZnS and CaZnOS simulta-
neously, both of which contribute to the final ML emission, as 
identified by the deconvolution of a representative ML spec-
trum (Figure 2e). The phase heterojunction between ZnS and 
CaZnOS can give rise to the energy band offset, which boosts 
the carrier transfer and recombination therein to enhance 
the ML performance.[62] In conjunction with the commercial 
ZnS:Cu, the ATSP was constructed (see Section 4 for fabrica-
tion details). The ATSP can respond to tiny shear forces such as 

Figure 2.  Heterogeneous ML Materials for ATSP. a) Schematic of the ATSP composed of heterogeneous mechanoluminescent materials of ZnS:Cu and 
ZnS-CaZnOS:Mn and PDMS matrix, permitting the transduction of strain and shear force into heterochromatic lights of green and orange (upper-left 
inset), respectively. Upper-right inset: the false-color SEM image of ZnS:Cu and ZnS-CaZnOS:Mn particles embedded into PDMS matrix. b) XRD pat-
tern of the ZnS-CaZnOS:Mn. c) The transient photoluminescence decay curves of ZnS-CaZnOS:Mn. Inset shows the fluorescence microscope image 
of one representative ZnS-CaZnOS:Mn particle. d) The EDS mapping images of one representative ZnS-CaZnOS:Mn particle. e) The deconvolution of 
a representative ML spectrum of ZnS-CaZnOS:Mn. f) The ML spectra of ATSP under different shear forces. Inset shows the light-emitting photograph 
of ATSP upon fingertip slipping. g) The ML spectra of ATSP upon variable strain at a stretch-release frequency of 3 Hz. Inset shows the light-emitting 
photograph of ATSP upon stretching.
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fingertip slipping (inset of Figure 2f), with an intensive orange 
illumination at peak wavelength of 600 nm, and the peak posi-
tion did not shift as the force increased from 2 to 12 N, as 
shown in Figure 2f. Simultaneously, the ATSP can emit green 
light with consistent peak wavelength of 520 nm under variable 
strains from 30% to 70%, permitting the visualization of strain 
sensing (Figure 2g and inset). More importantly, the ATSP man-
ifests a distinguishable light-emission upon the simultaneously 
applied strain and shear force, as proved by the ML spectrum 
with two identified peaks in Figure S1, Supporting Information 
and Video S2, Supporting Information. The differentiated and 
interference-free light-emissions upon shear force and strain 
prove the ability of ATSP to decouple tactile stimuli, ensuring 
the expedient identification of human operation intents.

Meanwhile, the ATSP exhibits excellent mechanical proper-
ties, with an elastic strain of 50% that is qualified to wearable 
applications (Figure 3a), and a fracture strain of over 200% 
(Figure 3b), ensuring the large and reversible deformations such 
as folding, rolling, and twisting with robustness (Figure  3c). 
In addition, the ATSP is waterproof without any additional 
packaging, benefitting from the encapsulation of ML materials 
into PDMS, thereby holding great potential for under-water 

applications (Figure  3d). More importantly, the cytotoxicity 
testing indicates the good biosafety and biocompatibility of the 
ATSP, where the viabilities of L929 cells between the experi-
mental group and blank group did not show any significant 
difference after 3 days of culture, as confirmed by the confocal 
microscope images with immunofluorescent staining of live 
(green) and dead (red) cells (Figure 3e and Figure S2, Supporting 
Information), as well as the cell proliferation determined by Cell 
Count Kit-8 (CCK-8) assay (Figure 3f, see Section 4 for details).

2.2. Active Optical Signal Recognition for Logic Instructions

To realize the user-interactive applications, an architecture that 
is able of encoding the active ML signals into machine-readable 
logic instructions is developed. As displayed in Figure 4a, the 
architecture comprises three units: i) ML signals generation 
upon tactile stimuli; ii) programs burned into microcontroller 
unit (MCU) to enable ML signals recognition; iii) ML signals 
processing and encoding along with instructions transmis-
sion. And color discrimination and trajectory recognition of 
ML signals are among two significant steps for successful 

Figure 3.  Characterizations of ATSP. a) The cyclic stress-strain test of ATSP with a maximal strain of 50%, showing no obviously mechanical attenu-
ation after 100 loading-unloading cycles. b) The stress–strain curve of ATSP with a fracture strain of 205%. c) Optical images of ATSP upon folding, 
rolling and twisting, showing its mechanical robustness. d) Under-water illuminations of ATSP, showing its waterproof ability. e) Fluorescence images 
of L929 cells after culturing on ATSP and control sample for different days, respectively, in which the live cells were stained green and the dead cells 
were stained red. f) The cell proliferation of L929 cells determined by CCK-8 assay (five samples were tested for each time interval).
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implementation. As elaborated in Figure 4b, the visual ML sig-
nals with tactile information are firstly captured by an optical  
receiver (OV5640 camera), and then recognized by the program 
embedded in MCU (STM32F767), and dynamically displayed on 
an LCD screen with each pixel corresponding to a set of RGB 
component in a color coordinate system and synchronously a 
spatial position in a Cartesian coordinate system. In the case of 
color discrimination, the obtained RGB components are com-
pared to the preselected ones, as indicated by rectangle dotted 
areas in the color coordinate system with values of (R,G,B) = 
(0,5,0), (0,5,1), (0,4,0), and (0,4,1) for green light, and (R,G,B) =  
(5,3,0), (5,3,1), (5,2,0), and (5,2,1) for orange light, respec-
tively. The optimized amount of preselected RGB components 
ensures the accuracy of color recognition as well as certain error-

tolerance ability. The green ML signals are directly assigned to 
operation commands of on/off switching with a binary code 
of “10000”, while the orange ML signals are processed further 
to identify the motion trajectory orientations for multidimen-
sional manipulation. A Cartesian coordinate system is estab-
lished on the LCD screen with the lower-left pixel as the origin 
of (X0,Y0) = (0,0), in which the motion orientations of orange 
ML signals can be determined by comparing the spatial coordi-
nates of (X1,Y1) and (X2,Y2) recorded by the camera from starting 
frame to the ending frame, and then motions with orientations 
parallel to coordinate axis (see Figure S3, Supporting Informa-
tion and Note S1, Supporting Information for parallel identifi-
cation) are selected and codified into binary codes of “01000”, 
“00100”, “00010”, and “00001” via MCU for device control. The 

Figure 4.  Active optical signal recognition method for logic instructions. a) Flowchart of the active optical signal recognition method. b) Illustrated 
process of color discrimination and optical trajectory orientation recognition of ML signals. c) The logic instructions with corresponding codes deter-
mined by the active optical signal recognition method.
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logic instructions with corresponding codes are summarized in 
Figure 4c, which are ready to be uploaded to cloud via a WIFI 
module and subsequently transmitted to the terminal devices for 
remote manipulations. The photograph of each module hard-
ware of the active optical signal recognition system is shown in 
Figure S4, Supporting Information, and the detailed program 
for color discrimination and motion trajectory orientation iden-
tification is presented in Note S2, Supporting Information.

2.3. ATSP for User-Interactive Applications

Integration of tactile sensors into gloves represents a promising 
paradigm for user-interactive interfaces, encompassing the deft 
and convenient control of terminal devices with the elimination 
of conspicuous uncomfortableness and invasiveness. As shown 
in Figure 5a, a tactile glove prototype with assembled ATSP on 
dorsum and joints is demonstrated. The glove fits hand well 

Figure 5.  ATSP for user-interactive applications. a) An optical tactile sensing glove with assembled ATSP on dorsum and joints for all-optical operation. 
b) Photo of RC car that is configured for the demo of optical tactile sensing glove. c) Flowchart of RC car operation with units of instructions reception, 
recognition, and implementation. d) The logic instructions and the corresponding actions of RC car. e) Optical tactile sensing glove for RC car maze-
through operation with great operability due to the eye-hand cooperation for adaptation. f) Optical tactile sensing glove for computer control with the 
WIFI module connected to computer using a USB bus of CH340. g) The block diagram of the Tetris game implementation. h) The logic instructions 
and the corresponding actions during Tetris operation.
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and can visually express the operation logics by virtue of het-
erogeneous ML emissions (Video S3, Supporting Information), 
each of which represents an individual control instruction for 
remote manipulations. Figure  5b shows a RC car configured 
for the representative demo, where the instructions can be 
wirelessly received by RC car via the WIFI module (ESP8266) 
and then recognized by the MCU (MEGA16U2) with embedded 
programs, which adjust the pulse width modulation (PWM) 
inputs of channel #1 and #2 to individually control the speeds 
of vehicle wheels on both sides (Figure  5c, see Note S3, Sup-
porting Information for control details), realizing the motion 
manipulations of RC car including start and stop, turn left, 
turn right, speed up, and slow down (Figure 5d). Moreover, an 
accurate operation of RC car to go through a maze is demon-
strated (Figure 5e, Video S4, Supporting Information), enabled 
by the greater operability of the user-interactive interface with 
eye-hand cooperation. Meanwhile, the tactile glove can be an 
operation platform for computer control such as videogames, 
where the WIFI module is connected to computer using a USB 
bus (CH340) for wireless instruction receptions (Figure  5f). 
Figure  5g shows the block diagram of a Tetris game imple-
mentation, where the received instructions of “10000”, “01000”, 
“00100”, and “00001” is projected to “transformation”, “move 
left”, “move right”, and “speed down”, respectively, endowing 
the Tetris manipulation in an initiative and real-time way 
(Figure 5h, Video S5, Supporting Information).

3. Conclusions

In summary, we present a self-powered, wireless and all-
optical tactile sensing platform enabled by heterogeneous ML 
materials for user-interactive applications. On the basis of the 
direct mechano-optical conversion of ML materials without any 
external power source or auxiliary circuit, the visual expression 
of multiple tactile stimuli into heterochromatic ML lights in a 
self-powered and untethered way is achieved. The readability 
of ML signals to both users and devices enables the tactile 
sensing platform to be preeminent user-interactive interface 
for diversified interaction applications. In synchrony with 
the developed active optical signal recognition approach, the 
nuanced and wireless operations of RC Car and videogames 
are demonstrated, with great agility and adaptability because 
of the enabled eye-hand cooperation by the user-interactive 
interface. Moreover, the tactile sensing platform is construc-
tion-minimalist, free of electrodes and cables, ease of scale up, 
cost-efficient, mechanically compliant and robust, and biocom-
patible, thereby holding great potential in an incredible number 
of applications such as virtual/augmented reality, intelligent 
robots and the Internet of Things.

4. Experimental Section
Synthesis of ML Materials: The ZnS-CaZnOS:Mn was synthesized via 

the high-temperature solid state reaction method, as reported by our 
previous publication.[60] Briefly, the raw materials including eggshell 
powder with an estimated CaCO3 content of 90 wt%, ZnS power 
(99.99% metals basis, 3.3–4.3 µm, Aladdin), and MnCO3 (≥99.9% trace 

metals basis, Sigma Aldrich) powder were adequately mixed in a ball 
mill at 450 r min−1 for 30 min with a molar ratio of Ca:Zn:Mn = 1:2:0.01. 
The obtained mixtures were transferred to the horizontal tube furnace 
and sintered at 1100 °C for 4–6 h under the protection of argon gas 
with a rate of 80 sccm. The products were naturally cooled to room 
temperature and ground into fine powder for use. The ZnS-CaZnOS:Mn 
has a mean size of 5.3 µm, as determined by the SEM image in 
Figure S5a, Supporting Information. The ZnS:Cu was obtained from 
Shanghai Keyan Phosphor Technology Co.,Ltd, and for utilization as 
received, which has a mean size of 19.3 µm (Figure S5b, Supporting 
Information).

Fabrication and Characterizations of ATSP: The ATSP was fabricated by 
simply mixing ML materials of ZnS:Cu and ZnS-CaZnOS:Mn with the 
PDMS matrix (Sylgard 184, Dow Corning), followed by the molding at 
an acrylic mold with a desiccation at 80 °C for overnight in oven. The 
weight ratio of ML materials to PDMS was 1:1, in which the weight 
ratio of ZnS:Cu to ZnS-CaZnOS:Mn was 2:3, and the weight ratio of 
base resin to curing agent of PDMS was 6:1. The thickness of ATSP 
was around 600 µm. The ML spectra of ATSP upon strains and shear 
forces were measured via the home-built apparatus consisting of fiber 
optic spectrometer (QE65 Pro), dynamometer, linear motor, and 3D 
displacement platform, as shown in Figure S6, Supporting Information. 
The mechanical performances of ATSP were characterized using the peel 
strength tester (YL-S70) with a stretching rate of 50 mm min−1.

In Vitro Cellular Viability Test (Cell Count Kit-8, CCK-8): Cell Culture: 
The L929 cell line was cultured in a 25 cm2 flask containing standard 
Dulbecco's modified Eagle's medium (DMEM, Gibco) with 1% 
penicillin/streptomycin (Gibco) and 10% fetal bovine serum (FBS, 
Gibco), at a culture temperature of 37 °C and a CO2 atmosphere of 5%.

CCK-8 Assay: The sample of ATSP consisting of 100 mg of 
mechanoluminescence materials was immersed in 50 mL DMEM 
for 24 h to obtain the leach liquor. The L929 cells at the Log phase of 
growth with an initial density of 1×106 cell per well were planted into the 
disposable plate with naked 24 wells, each of which contained 1 mL of 
leach liquor. And wells with 1 mL of standard DMEM were set as the 
control group. The cells were cultured for 1, 2, and 3 days, and the cell 
proliferation level were evaluated by Cell Count Kit-8 (CCK-8, Dojindo 
Molecular Technologies, Inc., Japan). The samples of experimental 
and control groups were washed using the phosphate-buffered saline 
solution (PBS) after removing the culture mediums, followed by 
the addition of 210 µL complete medium containing 10 µL of CCK-8 
reagent. After further incubation for 2 h, 150 µL culture supernatant of 
the samples were reserved and transferred into a 96-well plate for the 
absorbance measurement at a wavelength of 450 nm, where each group 
has five parallel wells.

Cell Morphologic Immunofluorescent Staining: To further confirm 
the cytocompatibility of the ATSP, live/dead cell staining was used to 
visibly investigate the cells viability. The cells were washed with PBS 
for three times, and then stained with Calcein-AM/PI for 20 min at 
room temperature. The stained cells were visualized by laser scanning 
confocal microscope (Leica SP8), where the live cells were stained into 
green, and the dead cells were stained into red.

Statistical Analysis: The deconvolution of a representative ML 
spectrum of ZnS-CaZnOS:Mn was conducted via Origin software 
with the fitting function of y y A p x x wi c= + × × − × −( /(w /2)) exp( 2 (( )/ ) )0

2 .  
The cell proliferation of L929 cells was determined by CCK-8 assay, 
in which the data were obtained via the native software (Microplate 
Manager Software) of the instrument (BIORAD iMark Microplate 
Reader). Five samples were tested for each time interval and the mean 
value and the standard deviation were calculated and shown as mean ± 
standard error.

Supporting Information
Supporting Information is available from the Wiley Online Library or 
from the author.
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